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FOREWORD

This research represents a portion of the exploratory develop-
ment program of the Technical Training Division, Air Force Human
Resources Laboratory. The work was documented under Project 1121,
Technical Training Development; Task 112103, Evaluating Individual
Proficiency and Technical Training Programs, and was completed dur-
ing the period June 1971 through March ý972. Dr. Marty R. Rockway
was the Project Scientist and Captain Wayne S. Sellman was the Task
Scientist. The services of Applied Psychological Services, Wayne,
Pennsylvania, were obtained under Contract F41609-71-C-005 of
which Dr. Arthur I. Siegel served as principal investigator. Captain
Wayne S. Sellman was the Air Force technical monitor.

Othi- I Oports prepared under this contract include.

AFHR L- TR-72-3, Training Evaluation and Student
Achievement Measurement: A
TReview of the Literature

AFHRL-TR-72-1I, A Survey of Student Measurement
and Course Evaluation Procedures
within the Air Training Coaimard.

This report has been reviewed and is approved,

GEORGE K. PATTERSON, Colonel, USAF
Commander
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ABSTRACT

This report presents a number of methods, concepts and considera-
tions which may be used in planning and implementing a student measure-
ment or course evaluation program for Air F-rce Technical Training.
Techniques are presentedp procedures are discussed, and computational
examples are included. The text places principal emphasis on basic
tf-cbniques, but certain more advanced approaches are also considered.
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I SUMMARY

Siegel, A.I., Bergman, B.A., Federman, P., & Sellman, W.S. Some Techniques
for the Evaluation of Technical Training Courses and Students. AFHRL-
TR-72-15. Lowry AFB CO: Technical Training Division, Air Force Human
Resources Laboratory, February 1972.

Problem

The purpose of thia report ic to present methods, concepts and consid-
erations to be held in mind in planning and implementing a student measure-
ment or course evaluation program for Air Force Technical Training.

Approach

Selected state-of-the-art information technolog, is presented for use
by Air Force training managers, instructors, and training evaluation spe-
cialists in developing student measurement and course evaluation programs
for Air Force Technical Training. The report contains descriptions of
relevant evaluation techniques, discussion of procedures, advantages and
disadvantages of each technique, recommendations for application and com-
putational examples. Principal emphasis is placed on basic techniques,
but certain more advanced methods are also included.

Results

Basic techniques for student measurement and training evaluation are
presented in detail along with practical applications for their use using
a problom-solution format. Examples are also provided which demonstrated
how these techniques can be used to evaluate each step in the Instructional
System Development (ISD) model. Among the areas discussed are test con-
struction and validity, various testing methods, performance tests and job
sample tests, ratings and related methods, various quantitative methods,
and more advanced statistical methods.

Conclusions

Systematic, comprehensive, state-of-the-art information on evaluation
procedures is prec-ented in an integrated useful way. Areas in the train-
ing process in need of improvement can now be more effectively identified
and improved, resulting in more efficient, cost-effective training and
thus more job effective graduates. The techniques presented in this paper
emphasize the importance of training evaluation as a tool for collecting
information to determine the extent to which training progress has occurred
and training objectives achieved.

This summary was prepared by Gary G. Miller, Technical Training Division,
Air Force Human Resources Laboratory,
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CHAPTER I

INTRODUCTION

This report describes some basic techniues for student measure-
ment and training evaluation which appear to ha ve particular relevance for
Air Force Technical Training. The results of training evaluation and
student measurement are required for: updating and improving a training
program, determining if course objectives are met, determining cost-
effectiveness, estimating student achievement, identifying students in
need of special assistance, pointing out essential and nonessential in-
struction, and determining if graduates meet job performance requirements
in the field.

This report is designed for use as a general source document by
personnel involved in developing technical training evaluation and student
measurement programs. It is not intended to be a step by step procedural
"cookbook" nor is it intended to provide exhaustive coverage of the state-
of-the-art in measurement and evaluation technology. However, it should
prove useful as a general reference since the techniques presented are
keyed to the steps in the Instructional System Development (ISD) model
(AFM 50-2) and examples are provided which illustrate ways of evaluating
each ISD step in order to develop improved training courses.

Systems Approach to Training Program Dpvelopment

The systems approach to training is not a recent innovation. In
the Air Force, the history of the systems approach, in general, dates
back to the 1950s, when research and development organizations were con-
cerned with weapon systems. A system is a complete unit of equipment
and personnel (resources) who work together for a common purpose and are
tied together through a communication network. AF Manual 50-2, Instruc-
tional System Development, discusses the background and history of the
systems approach to training. It points out that the systems approach
does not only involve curriculum planning in a logical and organized
manner (systematically), but that it also focuses on objectives or ends
to be achieved.



The Instructional System Development (ISD) model, as de-
veloped by the Air Force, consists of five steps:

1. Analyze System Requireme'nts- -identify the
tasks to be performed within the overall en-
vironment of the operational system

2. Define Education or Training Requirements--
determine the tasks that require instruction,
the level of proficiency to be developed in stu-
dents, and the resources needed to conduct-the
the instruction

3.- Develop Objectives and Tests -- identify behavi-
ors required for st.ccessful job performance
and construct criterion and enabling objectives,
as well as achievemnent tests

4. Plan, Develop, and Validate Instruction--se-
lect instructional methods, riedia, and3 equip-
ment that best satisfy learning objectives; de-
termine the sequencing of the instructional ma-
terial; validate in3tructional materials to prove
that they teach what they are designed to teach
and to insure that a.1 elements of the instruction-
al system functioa effectively in achieving stated!
objectives

5. Conduct and Eva.uate Instruction- -identify prob-
lem areas and corrective actions needed in order
to satisfy the re4uirements of the operating com-
mands

Advantages of Systems Approaches

The advantages to be gained by using a systems appicoach in train-
ing programs, development, implementation, and evaluation are increased:
(1) comprehensiveness, (2) job relatedness, (3) flexibility, (4) practical-

ity, (5) validity, and (6) appropriateness.

2
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Disadvantages of Systems Approaches

The disadvantages of using a systems approach to training pro-
gram development are its costliness and time consumption. Because
of its comprehensiveness, it will naturally take more time and money
to follow a systematic approach to training. The advantages and future
gains, though, outweight these disadvantages.

Training Evaluation

Training evaluation is the process of making decisions and judg-
ments about the worth or value of a training program, or parts of a
training program. Secondarily, training evaluation determines wheth-

er or not training objectives have been met. The results of training
evaluations serve as the basis fr revising and updating training pro-
grams. Jn order to obtain results that will be maximally useful, studies
or experiments of various types are required.

Training evaluation studies are typiclUy conducted under two dif-
ferent settings: internal and external. Training, evaluations performed
internally are conducted within the training environment; external train-
ing evaluations axe performed outside the training environment and are
often referred to as field evaluations. Although training evaluations may
not always provide conclusive proof of the adequacy and efficiency of an
instructional program, they can identify areas for needed corrective ac-
tion.

There are two concepts that are mentioned with some regularity
in discussion of evaluations. These are the concepts of "high" and 'low"
forms of evaluation and "formative" and "summative" evaluation. In
the "high" form of training evaluation, the results can be generalized
across schools and situations. In the "low" form of training evaluation,
though, the results are restricted to the specific research situation.
Why is this so? The reason is that in the "low" form of training eval-
uation, the experimental conditions (which, for example, could be two
different teaching methods) are not random samples drawn from the uni-
verse of all possible experimental conditions. The "low" form of train-
ing evaluation, then, is that in which the evaluator or instructor, him-
self, selects the experimental conditions in a restricted rather than a

3



representative fashion. When the experimental conditions are not
representative, inferences can only be made about the differences
among the experimental conditions that were actually used in the ex-
periment. Thus, if you were to examine the effects of two different
methods of teaching a given subject- -lecture versus motion pictures
-- you would have to restrict all your inferences to the subject matter
content and specific motion picture and lecture types used in the ex-
periment. However, if the experimei.tal conditions were represen-
tative of all subject matter and teaching approaches, then generali-
zations across all conditions could be made. The "high" form of
evaluation results when the experimental conditions are fully repre-
sentative of the universe of conditions.

The other dichotomy is "formative" and "suminative" evalua-
tion. "Formative" evaluation addresses itself to the development of
a training prcgram. A "sammative" evaluation is concerned with the
evaluation of a program in its final ferm. Some people think the term
"summative" evaluation is a misnomer, since "formative" evaluation
never ends for instruv.tions and training program developers. A train-
ing program is "summative" only for someone who is outside the pro-
gram and looking in for a statement of its effects.

Uses and Importance of Training Evaluation

Training evaluation can be used for acquiring data relatiye to
course planning and administration, including student classification,
diagnosis of learning disabilities, appraisal of student progress, and
student advancement. Training evaluation can also be used for assessing
the effectiveness of instruction.

Included within these uses are: assessing changes in student be-
havior, determining whether training achieves its stated objectives and
goals, evaluating techniques and personnel, detecti.:- and corrtcting be-
havior problems, modifying teaching procedures when conidered appro-
priate, determining whether desired achievement levels have beea reach-
ed, and determining the progress, course, and extent of learning.

4



In the ultimate sense, training evaluation is used to determine
whether to modify, keep, or end a program. All of the above state-
ments about the uses and importance of evaluation are buried within
one or another context. When removed from the restrictions of con-
text, we can say that evaluation is information which is acquired for
use in decision making processes.

Student Measurement

Training programs are designed to graduate students who have
satisfactorily met certain stated objectives. Through a program of
student measurement, the determinations are made of whethei or not
a student has achieved these objectives or requirements. Since the
training objectives are concerned with behaviors, student measure-
ment, tWen, is the process of determining if a student has acquired the
necessary behaviors. Sometimes, the extent to which the student has
achieved the objectives is referred to the relative standing of the stu-
dent within a group of his peers. This is termed "norm referencing."
Sometimes student achievement is based on some absolute standard.
This is termed "absolute" or "criterion referencing. " In the Instruc-
tional Systems Development Course: Abbreviations and Glossary of
Terms manual (ATC handout 3AIR 75130-X-1, 15 September 1970),
measurement is defined as: "The process of determining as objective-
ly as possible a student's achievement in relation to other students or
to some fixed standard in order to determine a formal grade" (p. 10).
Student measurement can also involve, as an artifact, the evaluation
of the strengths and weaknesses of an individual for diagnostic and sub-
sequent remedial action and generation of information relative to in-
ferences about the effectiveness of the instruction. This last ,•ate-
ment defines an area in which student measurement and training eval-
uation overlap.

5



I
U

Uses and Importance of Student Achievement Measurement

Some of the various uses of student measurement are:

1. feedback, diagnosis, and steering of the student

2. helping the stildent to plan and evaluate his own

educational experiences

3. establishing merit

4. determining if learning has occurred

5. evaluating the effectiveness of training

6. determining whether a student can perform ade-
quately on the job, or in a higher level training
ptogram.

All of these uses, more or less, mirror the definition of student
measurement. The definition of student measurement, then, specifies
its use. Also, to some extent, the definition defines itc importance.

In summary, student measurement is important for determining
the adequacy and current skill levels of trainees within a training pro-
gram.

6
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CHAPTER II

DIMENSIONS OF TRAINING EVALUATION

The systems approach to training program development, as
defined by the ISD model, attempts to account for all variables that
can affect training and student behavior. Courses developed on the
basis of this model begin with a job analysis for the purpose of deter-
mining behaviorally oriented requirements. Then, decisions are made
regarding the behaviors which require training in the course (certain
skills may be reserved for on-the-job training because they are easy
to learn or are very rarely called for when performing on the job). Next,
training objectives are specified and tests developed; the course is then
planned and the instructional methods, media, and equipment are de-
termined and the course is conducted. Finally, an evaluation of the
course is performed to determine the extentto which course graduates
meet training objectives, the effectiveness of the instructional methods,
training literature, etc. Additionally, an evaluation of the nonspecified
outcomes of the instruction may be conducted. Such an evaluation con-
siders by-products of the course and could lead, for example, to indi-
cations that graduates were positively affected by 1he instruction if they
were stimulated to extra reading on the subject niatter. On the other
hand, an undesirable outcome of instruction would be indicated if grad-
uates profess a dislike of the subject matter. Undesirable intangible
outcomes of instruction indicate problem areas in the training program
and needed areas for revision.

Concepts and Considerations

Evaluation Attributes

A training evaluation, to be complete, should include considera-
tion of the students' knowledges, skills, and attributes as they relate to
both the training objectives and the performance requirements. Also,
the evaluation should determine whether or not the elemenLs of the train-
ing program are current, up to date, and effective and efficient from the
point ot view of meeting the educational or training requirements. Train-
ing evaluation sLudies should also pay very, clcse attention to over andI



undertraining relative to each objective. Overtraining represents a
negative feature in a cost effectiveness e, aluation, while undertrain-
ing indicates less than adequately prepared graduates.

In order to have a robust training evaluation study, the study
must not involve those weaknesses which have appeared in so many
evaluations. To avoid these problems, guidelines must be drawn up
in advance. They must describe fully the methods, procedures, data
collection instruments, and statistical methods to be employed. Esti-
mates of time needed for conducting each aspect of the study should
also be included. The guidelines should be as specific as possible
and nAt subject to personal interpretation.

Aside from the development of concise and specific guidelines,
evaluations should: not overstress undocumented subjective opinion,
standardize performance measurements, exercise control in terms of
personnel and equipment changes, and describe adequate and precise
criteria. Moreover, since a set of recommendations from an evalu-
ation can be no better than the data on which the recommendations
are based, a number of data considerations must be held in mind.

Training Evaluation Data Considerations

Decisions and judgment have to be made on the basis of train-
ing evaluative data. For this reason, the data must be weighted against
a variety of criteria. In order for a data set to be scientifically defen-
sible, the measures on which the data set is based should meet most, if
not all, of the following criteria:

1. Reliability--a measure is reliable to the extent
that it will yield a similar score when a person
is measured with it on two separate occasions.
If a measure is not capable of doing this, it is
worthless for evaluation purposes. There are
several methods for assessing the reliability of
an evaluative measure and all of them involve
the calculation of a correlation coefficient. Any
elementary statistics textbook will instruct the
reader in methods for calculating and interpret-
ing a correlation coefficient. Chapter III of this

8



manual also discusses and descri'.es some of the
simpler methods for calculating a correlation co-
efficient.

2. Validity--Validity refers to the extent that a meas-
ure assesses what it intends or purports to meas-
ure. In the particular context in which we are
speaking, the measure must have most of its con-
tent in common with the training objectives. If
the measure does not have content in common with
the trpining objectives, then it is evaluating some-
ing other than what is intended. An evaluation in-
strument can be highly reliable, and yet have little
or no validity.

3. Comprehensiveness--Any useful evaluative meas-
ure must sample from the total range of training
objectives and not from a portion of them. Other-
wise, data pertinent to some required decisions will
not be on hand and necessary tradeoffs will not be
possible.

4. Objectivity- -Only those mspects of student behavior
whose measurement is not dependent on the jadg-
ment or accuracy of the observer should be included
in the measurement instruments. If the evaluatcr's
personal biases can enter into the data. he, is being
asked to be subjective rather than objective. A
measure is objective to the extent that different
evaluators who use the same measure will give a
stlident the same score.

5. Differentiation--Evaluation measures must be able
to reflect differences in the variable being measured.
This allows decisions and comparisons to be made on
the basis of known amounts by which one group differs
from another. The difference need riot be a score in
the usual sense; it may be the frequency with which
certain behaviors are found or even just the number
of persons in each of two groups.

l0



.6. Relevance and Appropriateness--One must
select measures which are most appropri-
ate for the cbjectix es in question. A simple
method one could use for this purpose is to
construct a matrix or grid. If you were eval-
uating the students' mastery of the subject
matter, then down the left side of a sheet of
paper you would list the training objectives.
Across the top of the page, you would list the
various ways through which achievement of
the training objectives could be measured.
Some of these might include: oral tests, writ-
ten tests, and performance tests. One of these,
or some other type of measure is likely to be
most appropriate. For each objective you sim-
ply check off the appropriate measure. Costs
are another consideration. They are discussed
under item 8 below.

7. Correct Weighting of Elements--If a set of
measures is employed and a total score is to
be derived across these measures, then each
of the subscores must be weighted in terms of
it.3 relative importance. Moreover, if scores
are tr be combined thley must be based on a com-

mon metric (e. g., based on standardized scores).
Methods for standardizing scores are discussed
in Chapter IV of this report.

8. Cost/Effectiveness--The :valuator must select
the measures which will best meet the prior ci-
teria for the least cost. One does not select a very
sophisticated method or measure when a simpler
one will do just as well. Many times cost/effective-
ness determination reduces itself to a question of
fidelity. You may wish to measure the trainee's
performance on the actual piece of equipment he will
be using on the job. Many times, though, this is too
costly. A measure can possess complete fidelity
(e.g., be based on behavior measured on an actual
piece of working equipment or in an actual job situ-
ation), or possess partial fidelity (e. g., be based
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on a written description or drawing of the
equipment or situation). Some of these
latter low fidelity measures, although in-
expensive, may give information which is
equally adequate with a sophisticated simu-
lation for the purposes on hand. Often, the
level of sophistication of the measure used
will vary with the job or training in question.

Data Considerations

When performing an evaluation study, the researcher should
S~plan ahead for the required data analysis. One should not go out and

perform an evaluation study with 1,000 graduates if a computer and a

computer programmer are not available to assist in the data analysis.
in other words, do not plan to collect more data than you can analyze.

Another consideration is the number of subjects you will use
in your evaluation study. Many times the merit of your conclusions
will be directly dependent on the number of subjects involved. A cor-
relation coefficient of .50 will not be statistically significant beyond
chance for 10 subjects. but it will be significant beyond one chance in
100* when it is based on. 40 subjects.

Training Criteria

A criterion is a standard or basis for making a judgment, e.g.,
a test score of 63 on a certain test is a standard for seventh graders
as based on the criterion of the performance of the seventh grades in
1, 000 public schools. Training criteria can be divided into two groups,
internal and external. Internal criteria are directly concerned with the
training itself, while external criteria measure posttraining oi on-the-
job behavior.

*A correlation coefficient is considered to be statistically sig-

nificant, by convention, if it can occur by chance five times out of
100. Statistical confidence levels are usually denoLud as. 05 for five
chances in 100 and .01 for one chance in 100.
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Use of an overall or composite criterion will almost always con-
ceal important relationships since many of the subcriteria within the
composite are independent from each other. It is preferable, then, to
use multiple criteria which reflect different aspects of the behavior be-
ing studied in order that required behavioral data will not be submerged
in an overall score.

The criteria must not be affected by the method of measurement
or research procedure. Even the presence of the experimenter or •he
process of evaluation itself can alter the results.

One of the more important criteria for evaluating training pro-
gram3 is the amount of transfer of learning from training to the real job
situation. When transfer of training criteria are not available, then in-
termediate criteria can be used (e. g., a final course examination).

In training evaluation and student achievement measurement, the
testing of terminology (which is specific to the training course) should be
kept independent from tests of the understanding of course content. A
person who is not taking the course should be able to understand (not nec-
essarily answer) every question on the knowledge test.

Generally, there are two types of training measures: interim
and terminal. These training measures are different from selection
measures which are administered prior to instruction or training.
Selection measures are used for establishing initial levels and fo-.
classification purposes. The correlation between selection tests and
future performance should be high. The training measures include:

1. Interim Measures- -measures taken while
training is in progress. These are usually
better predictors of final performance than
initial measures.

2. Terminal Measures--measures obtained af-
ter training is completed. These are pre-
dicted by the initial and int2rim measures.
Some examples of termina?. measures are:
written tests, oral tests, ocrformance tests,
instructor evaluations, and rating scales.

12



Evaluation Problems

Too often evaluation studies focus more on the measurement
of trainee reactions to the exclusion of trainee learning, trainee
behavior on-the-job, and the effects of the training on the organiza-
tion. Also, much innovation in training is done for its own sake (e. g.,
the relief of boredom) and only secondarily for its outcomes. Addi-
tionally, evaluation studies are too often large scale and aimed at
funding agencies to prove that the innovation is of value.

Evaluation can have both positi.,- and negative effects. The
student being evaluated will always respond to the evaluation in terms
of its perceived fairness. If he perceives the evaluation as unfair,
the student may become resentful, especially if the evaluation is
threatening to his career or to his status.

Moreover, it is difficult to complete an evaluative study in an
environment which resists social change. If the administration p•c'-
ceives the cva|liation as negatively affecting vested interests, many
obstacles can be placed in the evaluator's path. Eac"i of these, in
itself, may be minor but the integral may be such as to prevent study
completion or to weaken the emergent conclusions to the point that
they are meaningless.

\'`hen reporting, evaluation studies, one must consider the type
of person or organization that will review the findings. These dif-
ferent types are trainers, curriculum planners, administrators, spon-
soring organizations, learning theorists, etc. The value of a report
to a particular person will depend on his needs, and the report must
be tailored for the specific user. Sometimes, different reports may
be required for each user.

Exhibit 1 presents a checklist which can be employed to help
to avoid a number of other problems which have sometimes been as-

sociated with training evaluation study planning and conduct in the
past.
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Exhibit I

T Eauation Plan Ceds

1. Have I selected the problem arbitrarily or in view of user
needs or on some other logical basis?

2. Does my study plan overstress resources and materials
and understress performance effectiveness?

3. Does the plan stress quantity of services and record keep-
ing at the expense of true evaluation?

4. Does the plan emphasize program objectives which are based
on tradition rather than on systematic development through

the ISD model?

5. Have I avoided mixing of final, intermediate, and immediate
objectives?

6. Is ideal:Lsm emphasized at the expense of realism?

Have I emphasized collection of data from available or ex-
istirg records and avoided collection of new data?

8. Is the. plan based on a study design which will allow me to
knov whether the result is due to chance?

9. Azr! my measuremert methods reliable? accurate? objective?

10. Axe my criteria comprehensive? relevant? correc-dy weighted?

11. Are my weighting methods based on empirical rathier than ra-
tional methods?

12. Have I planned for any required training of the persons who
will conduct the evaluation and for standardized conditions
where required?

13. Does the plan make allovance for or consider controlling
demographic (e.g., race, age, education) andlocational vari-
ables?

14



Exhibit I (conz.)

14. Does the plan overemphasize the collection of self evalua-
tional data which are easilybiased?

15. Does my plan involve the use of supervisors to collect the
required data? IP so, have I planned arrangements to re-
lieve them of some of their regular duties so that they may
give sufficient attention to the evaluation?

16. Do equally powerful but more cost/effective methods exist
for achieving the same result?

We can sum up by saying tbý- training evaluation has been char-
acterized by too much use of rational (armchair) rather tham empirical
evaluation methods. Similarly, evaluation research has been frequently
subjective when objectivity was needed. Finally, evaluation research
has too often been limited by monetary considerations. The monetary
criticism is probably the most important, since many of the other cri-
ticisms can be reduced to it. What investigators often fail to realize is
thai cost cutting actually wastes money because the results of inadequate
evaluations are, at best, uninterpr- table and, at worst, misleading and
invalid. Many agencies, •ontractors, and others performing evaluation
studies might be well advised to save their money or to perform one or
two sound evaluation studies rather than the live :r six poor ones.

Lastly, some irnvestigators claim that broad based evaluation
programs have design and technical problems so ponderous as to make
any evaluation impractical and questionable. In situations where there
are many -variables to consider, one cannot possibly prove or disprove
the value of any program.
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CHAPTER m

DEPENDENT MEASURES

lI research, a response is always considered the dependent
variable, and it is the response that is observed and measured. (The
independent variable, in research, is the variable that is manipulated
to see what effect changes in that variable will have on the dependent
variables.) In a training program, the dependent variable could be
the trainees' responses on an achievement test. (An example of an in-
dependent variable in such a setting might be the training method.)
Training evaluation criteria can be divided into those based on the con-
tent of the training program (internal criteria), and those based on job
behavior (external criteria).

There are two kinds of conditions which can indicate that learn-
ing has occurred. In the fixed condition, a response or instance of be-
havior is used to show that learning has taken place. The student's
answer is the criterion of performance. In the variable condition, sev-
eral responses can show that learning has occurred. One can easily
see that, within this latter condition, it is easier for the student to
demcnstrate that he understands the concept being taught, since the re-
quirement for learning in the variable condition is dependent on a con-
cept or rule and not on a response. This does not mean we should al-
ways use the variable condition. The fixed condition is, at times, also
needed. The variable condition is more after- experienced in perform-
ance tests or criterion referenced lists where many actions and re-
sponses are performed. The simple response or behavior (fixed con-
dition) is more often tested in a written test where a single answer is
sought for a specific point.

Exhibit 2

Examples of Independent and Dependent Variables

Independent Variables Dependent Variables
Class size Final examination
Student mix Gain
Training time Rate of learning
Instructor style Class standing
Social milieu On-the-job performance
Student personality Pass or fail course
Pre-equisites Instructor's report

Preceding page blank 17



Test Construction

The important consideration in constructing tests is that the
tests measure the achievement of specific objectives. The objectives
are usually stated in behavioral terms .d as such can be readily
measured.

In planning the test (but foliowing the identification of course
objectives, the lessons, and the testing objectives), the course con-
tents should be outlined. This outline need only contain the major
categories or headings. So that the test will measure a represen-
tative sample of learning objectives and course content, a table of
specifications is recommended. A sample of such a table is presented
in Exhibit 3. This example represents a portion of a specification ta-

ble for a course for an introductory block of the Air Force Materiel Fa-
cilities Specialist course.

The numbers in each cell of the table indicate the number of
test items to be written in that area. As such, the numbers in each
cell represent a weighting scheme. But, the weighting scheme should
be decided on before constructing this table so that the number of items
to be given to each area is known in advance. The considerations that
go into the selection of the number of items to include in the various

areas are: the importance of each area in the total learning picture,
the amount of time devoted to each area in the course, and the objec-
tives that have the greatest value.

The test items are then written. Sufficient items are writtei
so that the requirements of the specifications table are surpassed. An
item pool of more than the finally required number of well written items
should be developed so that if replacement items are needed for the
test, they will be available.

There are many different types or forms of test items that can
be used. These are discussed in a later section of this chapter. Be-
fore selecting a particular item form, the advantages and disadvantages
of each xtem form for the purposes on hand should be considered. Ad-
ditionally. the nature of the learning objective to which the item is aimed
should be considered. A test item should measure the learning objective
as directly as possible and, depending on purpose, certain item types
are better than others. Multiple-choice items appear to be superior to
other types of written test items. They can measure a variety of learn-
ing objectives from simple to complex.
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Exhibit 3

Examples of Specifications for Test of Block I,
Materiel Facilities SDecialist Ccurse

costeat

Otjecttees Prlec-ples Procedures E4£ :pe.:.t Total

Can describe purpose and struc-
tare of AF supply system 10 0 0 19

Can operate UNIVAC 1050-1I
computer 5 15 5 25

Can use and update Supply Manual,
AFM 67-1 10 20 0 30

Can arrange storage facilities ac-
Scording to standard principles 10 0 10 20

Can enter information on

condition tags 0 10 0 10

Etc. etc. etc. etc. etc.

TOTAL 25 50 25 100
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The multiple-choice item, along with tn:e-false and matching

items, are referred to as "selection" test items because the student
selects his response from alternatives that z re offered to him. The

selection test items have certain advantages over "supply" items, i. e.,
those items for which the student has to furnish his own response as in
the essay item. The advantages of the selection type item are that: (1)
test scorer personal biases and subjective idiosyncracies are removed
from the scoring, I?) ease of scoring (scoring keys or machines can be
used), (3) more aspects of a course can be tested in a given period of
time, (4) with increases in comprehensiveness improved validity may
be expected, and (5) ease of application of statistical item analysis pro-
cedures to resultant data.

After writing the items, they are ready to be assembled as a
preliminary test. There are certain rules to follow in arranging test
items. These are: (1) items of the same type should be grouped to-
gether, (2) items should be arranged in order of increasing difficulty,
and (3) items should be grouped together which measure the same learn-
ing objective or subject matter content. When each item is numbered
in the test, its number can be placed in the appropriate place in the spe-
cification table so that a record of the test area contents is maintained.

The directions for the test should be simple and concise, yet
complete. Instructions on the manner in which the student is to respond
and the tools and materials he can use in the test should be provided. The
procedure to be used in scoring the tes-: should be explained to the stu-
dento. Score sheets and score keys should be prepared so that the actual
scoring of the test will be facilitated.

The test is then administered to a sample which is representa-
tive of those on whom the test will eventually be used and scored. An
evaluation of the effectiveness of each item, an item analysis, is next
performed. The item analysis provides information on the difficulty of
the item (proportion of students who answer the item correctly), the ef-
fectiveness of each alternative (proportion of students who answer the
item incorrectly and who are attracted to each distractor), and the item
validity (do the students who score high on the total test answer the item
correctly?).
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Items which do not meet appropriate criteria, as indicated
by the item analysis, -Arc rewritten or new items are substituted
for these. Of course, vhen an item is substituted or altered, the
substituted or altered •m must be subjected to the same item anal-
ytic procedures. General criteria for acceptable items are:

difficulty le xl= .40 to.60
item validity = correlation coefficient

greater than. 20
distractor efftiveness = equal spread of wrong answers

over all distractors within a
multiple-choice question

Test Validity

The validity of a test or the extent to which it measures whatit
is supposed to measure can '"e assessed in several ways. Thtre is no
such thing as general validity. Validity is always validity for a particu-
lar purpose.

There are four kinds o"f validity:

Validity--evaluated by showing how well a test predicts
subsequent behavior. End of course grades in a mechanics

r course, say, should indicate a student's competence in
maintaining and repairing vehicles. If students with high
grades perform better on-the-job, we would say the end of
course grades are predictive of on-the-job success, or that
they have predictive validity. We could ob.lectively meas-
ure this validity by computing the correlation between
grades and, say, supervisor's ratings of job performance.
We would call such a correlation a validity coefficient.

Construct Validity--evaluated by showing that a test actu-
ally measures the Lrait or ability it was intended to meas-
ure. Essentially, in construct validity, it is the theory
underlying the test that is being validated and is one of
the most difficult kinds of validity to confirm in practice.
Three of the ways it might be done are described as follows:
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Experimental manipulation. Here we would try to experi-
mentally increase or decrease the strength of the trait. An
example would be showing that scores on a test of anxiety
increase under stressful circumstances.

Measuring naturally occurring groups. If there were groups
of people that could be expected to vary naturally on the trait,
test scores should vary in a similar manner. An example would
be to administer a test of managerial aptitude to a group of
company presidents, supervisors and clerks.

Correlation with similar tests. A frequent devise to
demonstrate construct validity is to show that the test cor-
relates significantly with a test generally recognized to
measure the construct in question.

Concurrent Validity--evaluated by showing that scores are
similar to scores from other testing procedures. An example
would be computing a correlation between paper and pencil

derived scores and scores derived from actual "hands-on"
performance. If the correlation was high the test would be
said to have concurrent validity in the sense that it was
highly correlated with similar measures. In this case the
paper and pencil test might be considerably cheaper to ad-
minister.

Content Validity--evaluated by showing how well the test
items actually sample the range of behavior necessary to
show subject mastery or competence. There is no way to
actually measure content validity except by showing that
items which constitute the test in fact cover the subject
content. This can be achieved by performing a detailed
analysis of the subject objectives and subobjectives and
then constructing items which measure mastery nf these
objectives. Content validity is related to the notion of
face validity.

Face Validity--evaluated by simply inspecting the items
Tro their obvious relevance to the subject matter. An
item asking the examinee to spell a word would lack face
validity for a mathematics test. Even though items lack-
ing face validity may be shown to have good predictive
validity (and therefore value), they may cause examinees
to question the seriousness of the test and might there-
fore produce less cooperation.
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Hierarchical and Sequential Testing

Hierarchical and seqtential tests involve a branching sequence
in which the student only receives items at his own level. If a stu-
dent answers a test item incorrectly, his next item will be an easier
one, but if he answers correctly the next item will be more difficult.
The concept of sequential testing was introduced early in intelligence
tests, and in recent years has been used in achievement tests, as well.
The procedure has the following advantages: (1) it decreases test time
(especially for students at the extremes of the distribution because they
can be routed quickly), (2) it increases reliability, and (3) it increases
student motivation because the student is not forced to take and guess
at more diificult items.

There are both one stage and two stage procedures in sequential
testing. Two stage procedures have a routing section which branches
the student to the appropriate items and a measurement section contain-
ing items of suitable difficulty. One stage procedures use a routing
stage only. These procedures both use fewer items for those persons
easy to classify and more items for those persons at the borderline of
categories. Computer based testing facilitates this procedure.

A specific example of the sophisticated methodology used in
developing and administering a sequentiaJ testing procedure is beyond
the scope of this manual. Most of the methods now in operation require
consultation with test experts and the use of programming. A simpli-
fied account of the approach will be presented, though, so that the read-
er will be able to determine if sequential testing can be applied to his
own evaluation and measuremnent situation.

The specific steps in the method are:

Test Development

1. collection of several hundred items repre-
sentative of the subject matter area in ques-
tion.

2. administration of the items to a pool of 50-100
subjects.
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3. determinatic.a of the proportion of sub-
jects in the sample who answer each
item correctly (from 0. 00 to 1. 00).
This is the item difficulty level.

4. selection of groups of items represent-
ing the. 05 -. 15, .25 -. 35, . 45 -. 55, .65-
.75, and. 85 -. 25 difficulty levels. The
average difficulty level in each of these
item gi oups should be . i0, .30, .50, .70,
and .90.

Test Employment

5, administration of the. 50 level items to all
the students being evaluated. Students who
obtain 40 to 60 per cent of these items cor"-
rect are at the. 50 hierarchical level.

6. administration of the. 90 level item group
to those subjects who correctly answer at
least 90 per cent of the .50 level items.

7. all students who correctly answer 70 to 80
per cent of the . 50 level items take the . 70
level items.

8. students correctly answering two or three
of the . 50 level items correctly then take
the . 30 level items.

9. finally, students who answered none or one
of the . 50 level items correctly take the . 10
level items.

Whenever 40 to CO per cent of the items in an item group are
answered co-rrIctly, the studeat's hierarchical level has been deter-
mined. Students answe'.ing fewer than 40 per cent of the items cor-
rectly are routed to items at the next lower level, unless they are al-
ready at +he lowest levc). Students answering at least 70 per cent of
the items co,,rectly are routed to the next higher level, urles:; they are
already Dt tne . 90 level.
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A check that the sequential test was adequately constructed
can be made by comparing the scores of students on a higher level
item group with their scores on the next lower item group. For ex-
ample, if a student answers more items correctly on the .70 level
than on the .50 level, then the levels are not truly hierarchical and
the test must be modified.

This method of sequential testing can be iJsed with single items

representing different hierarchical levels, as well as with item group-
ings. When a student answers an item correctly in the single item
method, he is routed to an item at a higher difficulty level. Converse-
ly, if a student answers an item incorrectly, he is routed to an item
at a lower hierarchical level. In the present sense, the student is con-
tinually routed until he reaches a level above which he answers none

of the questions correctly and below which he answers all of the ques-
tions correctly. However, in the more practical circumstance of to-
dayrs classroom, certain allowances have to be made because it is
not easily possible to develop an achievement test such that there will
be a group of questions that nobody can answer correctly.

In summation, the advantages of sequential testing are:

1. the student receives test items at an appro-

priate difficulty level

2. the student is not frustrated by difficult items

3. test taking time is reduced

4. reliability is increased

5. student motivation is increased

6. fewer test items are needed

7. computer based testing can be used

One disadvantage of the sequential testing procedure is that the
development of such programs requires sophistication and personnel
outside the scope or availability of most instructors and student meas-
urement specialists. Moreover, the method often works best for per-
sons at the extremes of the ability range. The closer the examinee is to
the actual mean, the more items will be needed in his test to arrive at his
'absolute upper limit. This is actually a limitation rather than a disadvantage.
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Criterion and Norm Referenced Testing

When a student takes a criterion referenced test, his results
are compared with an absolute standard to determine whether or not
he has attained acceptable (criterion) performance. The absolute
standard may be passing a performance item which is at a given lev-
el of difficulty or achieving an absolute score, By contrast, the stu-
dcnts' results on a norm referenced test are compared with the per-
formance of a peer or reference group, e.g., a given percentile.

The characteristics of criterion referenced tests are that they:

1. indicate the degree of competence attained by
an individual independent of the performance
of others

2. measure student performance with regard to
specified absolute standards (criteria) of per-
formance

3. minimize individual differences

4. consider variability irrelevant

Generally, from the above, it can be seen that criterion refer-
enced tests tell us how the student is performing with regard to a speci-
fied standard of behavior. Criterion objectives, expressed in terms of
specific behaviors, are identified. They specify the operations and
knowledges a student must demonstrate to satisfy a job performance re-
quirement. Individual differences among students are considered irrele-
vant, since the student is graded against a single external standard rath-
er than against all the others taking the test. It would not make sense to
assign grades to students on the basis of relative performance, if it is
not known whether any of the students actually attained a specified be-
havioral objective. Hence, in criterion referenced measurement pro-
grams, grades are usually S(satisfactory) or U(unsatisfactory).

One can, though, derive information about individual differences
from criterion referenced tests by specifying the degree of competence
reached by each student.
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In one sense, there are no real differences between criterion
and norm referenced tests; the difference lies in the method by which
passing or failing scores are set.

Since an important concept underlying the systems approach
to training is that of training students to a minimum standard as repre-
sented by the training objectives, it appears that the criterion refer-
enced testing program is the most appropriate for the Air Force.

The question sometimes arises as to when it is more desir-
able to use a norm referenced test as compared with a criterion
referenced test. The c.-ucial consideration in this regard is the pur-
pose of obtaining scores. If scores on an achievement test are to be
used to evaluate students, one against the others, to demonstrate how
well one compares with his peers, then the norm referenced test is used,
but the test must contain items of different difficulty levels. On the
other hand, if an indication of absolute proficiency or absolute gain is
wanted, then criterion referenced tests are employed. Criterion refer-
encing, for example, would best be used in a performance evaluation
which was aimed at determining the readiness of airmen to perform
ce'-rective maintenance on a given aircraft. Criterion referencing is

--1;o frequently used when a direct relevance to the job is sought, when

content validity is to be maximized, and when global (pass-fail) dis-
crimination is sought.

Several sequential steps are involved in the construction of a
criterion referenced test. An example of how a criterion referenced
performance test was constructed for machinist trainees is given be-
low:

1. after a job analysis, the dimensions of
the machinist job were defined.

2. valve assembly proficiency was considered
to be one job aspect necessary for an entry
level machinist to be considered to meet the
minimum requirements.

3. a checklist type performance test was devel-
oped to measure student ability to follow the
procedures and steps involved in the assembly
of a gate valve. This checklis' is presented
in Exhibit 4.
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Exhibit 4

Valve Assembly Scoring Checklist

Name Date

1. Takes packing nut and stem

2. Screws packing nut to top of stem

3. Takes gate

4. Screws gate on bottom of stem
(Prompt if Step 4 performed incorrectly)

5. Winds gate all the way up stem
(Prompt if Step 5 performed incorrectly)

6. Inserts gatc and stem assembly into body of valve

7. Screws gate and stem assembly onto body of valve

8. ltrerts handle in top of stem

9. Screws handle to top of stem with handle nut

10, Screws on first 3/4" rdpt))e

11. Screws on second 3/4" nipple

12. Checks assembled valve, to see if parts are fitted
tightly

Total
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4. after developing standardized examinee -nd
examiner instructions, the test was admin-
istered to trainees.

5. the t. ainee was ge-ven two points for each
itein performed in the proper sequence.
One point was given for each item perform-
ed ý:orrectly, but out of sequence. TrAinees
whbo fimsheJ ihe assembly in less th-ui cne
minute, -iithout error, receivec .hree bonus
points. Trainees who correctl. :inished the
assembly in 60-90 seconds received a one
point bonus. The total possible score, then,
on the assembly test was 27 points.

6. job experts were consulted in order to de-
termine the minimally adequate score for
this test. Minimally adequate was defined
in terms of the job requirements.

7. twenty-two points were considered to be a
minimally adequate criteria referenced score.

8. hence, all trainees, whose scores were 22 or
better exceeded the criterion referenced score
for the Valve Assembly test

9. any individual who received a score of less than
22 points was considered to fail the test.

As the reader can readily sce, the criterion referencing may
be adapted for paper and pencil testing. In fact, any test can be made
a criterion referenced test by assigning a score which represents a
specific behavioral objective.

In a field survey performed for the Air Force Human Resources
Laboratory, training specialists :•ere questioned on the advantages and
disadvantages of criterion referenced tests. They responded to these
queries frem their experience with this type of test, in the Air Force
technical training context. The general consensus was that the criterion
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referenced testing represents a thorough and practical method for
determining if students meet training objectives. Additionally, cri-
terion referenced testing was said to be an appropriate method for
keeping track of student progress. On the other hand, the training
specialists found certain difficulties with criterion referenced tests.
They found them somewhat difficult to construct, costly in terms of
the time to construct and administer, subjective in the scoring pro-
cedures, and to involve administrative problems insofar as the req-
uisite equipment was concerned and the amount of time that was al-
lotted to testing.

Mastery Testing

A variant of criterion referenced testing is known as "mastery
testing. " In mastery testing, the trainee must reach a certain level of
proficiency or mastery in order to achieve 'a passing grade. In this
sense, mastery testing is equivalent to criterion referenced testing.

Confidence Testing

Confidence testing involves a method which provides for weight-
ing the selected alternative(s) of a test item, so as to allow the exam-
inee to reflect his belief in the correctness of his response. The basic
concept behind confidence testing is that there is additional information
available from the students' degree of belief (confidence) probabilities.
The method, accordingly, allows the student to maximize his expected
score if he truly reflects the degree of his belief, or the probability
that a specific alternative is correct.

Confidence testing evolved because of the feeling among student
measurement experts that knowledge, as measured by achievement
tests, has more dimensions than those that are indicated by the typi-
cal multiple-choice and true-false tes,. Some students can respond
to a multiple-choicc test item with 100 per cent certainty of the cor-
rect choice. Other students may be able to eliminate several altern-
tives as being incorrect and have to make a decision between one or
the other of the two remaining alternatives. Still other students may
approach the same test item and not be able to eliminate any of the al.-
ternatives. The question then arises, does the student who can elimi-
nate all the incorrect alternatives have more knowledge than the one
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who could eliminate all but two? And, by the same token, does the
student, who is uncertain of his response (and so indicates through his
statc-nent of his confidience in his answer) have more knowledge than
aiie one who selects the same incorrect response, but feels certain
that his response was correct? Confidence testing advocates would
respond in the affirmative to these questions.

The "Pick-One" method will be used as an example of the con-I fidence testing method. A more complete account of this method can
be found in AFHRL-TR-71-32 and AFIHkIL-TR-7l-33. In the Pick-
One method, the student first picks the answer he thinks is correct
from among the other multiple-choice alternatives. The student then
assignes a probability value indicating his confidence in that answer.
This probability value is then converted to an item score by using Ex-
hibit 5. For example, assume that a student assigns a probability of
.7 to Uis answer. If there were four alternatives, he would receive a
score of . 84, if his answer was correct, and a score of -. 76, if his an-
swer was incorrect. If there were five alternatives in the item, the
student would receive a score of . 86 if his answer was correct, and a
score of -. 70 if his score was incorrect.

In summation, then, the main advantages of confidence testing
are the more thorough assessment of student knowledge, and the virtu-
al elimination of chance as a factor in test scores.

The disadvantages of confidence testing are the difficulty and
time required to score the test. However, these disadvantages are
probably outweighed by the advantages. Moreover, computer scoring
can be employed to ease the scoring burden.
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Exhibit 5

Scoring Table for Pick-One Confidence Testing:;

Probability Aklineative 2 Antastive 3 Altentative 4 Altergatlw $
Corresponding

to Selected If if If If If If If If
Alternative Correct Wg Correct Wreng Correct Wrig Coect wreeg

.2 0 0

.25 0 0 .12 -. 04

.3 .03 -. 05 .23 -. 08

.333 0 0 .21 -. 09 .31 -. 11

.35 .04 -. 01 .25 -. 11 .34 -. 13

.4 .18 -. 11 .36 -. 17 .44 -. 19

.45 .32 -. 21 .46 -. 25 .53 -. 25

.5 0 0 .44 -.31 .56 -.33 .61 -.33

.55 .19 -. 21 .54 -.43 .64 -. 43 .68 -. 41

.6 .36 -.44 .64 -. 56 .72 -.53 .75 -.50

.65 .51 -. 69 .72 -. 70 .78 -. 64 .81 -. 60

.7 .64 -. 96 .80 -. 85 .84 -. 76 .86 -. 70

.75 .75 -1.25 .86 -1.02 .89 -. 89 .90 -. 82

.8 .84 -1.56 .91 -1.19 .93 -1.03 .94 -. 94

.85 .91 -1.89 .95 -1.38 .96 -1.17 .96 -1.07

.9 .96 -2.24 .98 -1.57 .98 -1.33 .98 -1.20

.95 .99 -2.61 .99 -1.78 1.00 -1.49 1.00 -1.35
1.00 1.00 -3.00 1.00 -2.00 1.00 -1.67 1.00 -1.50

:'!Adapted from AFHRL-TR-71-32
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Partial Knowledge Testing

Traditionally, in scoring a four choice multiple-choice item,
the student is awarded one point for the correct answer and no points
for a choice of any incorrect answer or distractor. Partial Imowledge
exists when the stadent can identify one or more of the distractors.
Using this technique, in a multiple-choice format, one point is given
for each distractor identified and three points are subtracted if the
correct answer is identified as a distractor. Scores on each four
choice item can range from plus three to minus three. Partial know-
ledge testing, then, yields increased item and test variance and penal-
izes for random guessing. Two possible disadvantages to this method
are that it is not applicable to all kinds of tests (e. g., true-false), and
the scoring is time consuming. In addition, a personality factor enters
when a person identifies two distractors and has to make a choice be-
tween standing pat on two points or risking a minus one to get three
points.

Unobtrusive Measures

Unobtrusive measures are those which do not interferc with on-
the-job behavior, or behavior in training. Most of the methods we have
described thus far intrude on behavior by requiring the trainee to take a
test or perform a task. Some of the less obtrusive measurement meth-
ods are:

1. Observation

In this method, the supervisor or trainer simply
observes the behavior of the trainee either in
training or on the job. Usually some kind of
checklist is used by the evaluator. A checklist,
in this instance, is a list of the behaviors that
are required of the trainee or job incumbent.
The evaluator checks all those items on the
checklist which the t:. ainee performs correctly.
The final score is the number of items checked.
(A.n example of a checklist for an assembly task
was presented on page 27.)

33



2. Rating and Ranking

Rating and rarking, discussed in later por-
tions of this manual, are variations of unob-
trusive measurement.

3. Film, Closed Circuit T. v-,, and One-Way
Mirror Viewing

These are all variants of the observation meth-
od and usually employ some rating, ranking, or
checklist procedure. These methods are differ-
ent fi om direct observation in that the evalua-
tor's presence is not known to the student. This
is an advantage, because the presence of a s - zr-
visor or trainer can often cause a modification in
the behavior of the person being observed.
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Performance Tests and Job Sample Tests

Checklists

Much of the previous discussion was concerned with training
evaluation and student achievement measurement through various ap-
plications of written tests. In a recent study, performed for the Air
Force Human Resources Laboratory, student measurement special-
ists were asked for their opinions of this type of test. They indicated
that, although paper and pencil tests might motivate students to study,
such tests are ineffective for measuring achievement in the Air Force
technical training courses where skills are the essence rather than
knowledges. In performance tests, the person being evaluated per-
forms tasks which are relevant to his present or future job. Some
performance tests are less obviously related to jobs than others.
Performance tests can range from simulated performance through
performance of job tasks using actual job equipment. Scoring can be
based on measurement of performance in process, adherence of a
final product to prescribed standards, care and use of tools during
performance, adherence to safety precautions, or some combination
of these categories. Completion of a prescribed task within an al-
ltted time is also sometimes scored. One of the most popular meth-
ods of scoring is through a sequential checklist. To construct such a
checklist, a task is broken down into the sequential elements which
must be correctly performed if the task is to be completed. Each of
these elements is then sequentially listed for scoring by an examiner
while he observes the performance of the person being tested on the
task. A sample of such a checklist for "Cutting a Full Face Gasket"
is presented in Exhibit 6.
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Exhibit 6

Example of Scoring Checklist for a Sequential Performance Test

Name Date

1. Places sheet gasket material over face of flange.

2. Uses round end of ball pean hammer,

3. and taps out bolt hole

4. lightly.

5. Inserts bolt in hole.

6. Taps out diagonally, opposite bolt hole and inserts
bolt.

7. Taps out remaining bolt holes.

8. Taps out inside circumference of flange

9. using round end of ball pean hammer.

10. Taps out outside circumference of flange

11. using flat end of ball pean hammer. _

12. Carefully removes pieces of excess material from
gasket and flange.

Total
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For the test shown in Exhibit 6, two points were allowed for
I each step--one point for correctly performing the step and the second

point for the correct sequence. The test administrator simply placed
1 or 2 in the space next to each step. Final score was determined by
summing these points.

In many instances, you will be interested in the student's use
of tools, his adherence to safety precautions, and the quality of his

final product, as well as the manner in which he performs. A sample
test employing this combined scoring for a welding performance test
is presented in Exhibit 7.

Examinee Recorded Performance Tests

A variation generally included under the performance test rubric
is the examinee recorded approach. This test type is useful when there
is little testing time, or when many people must be tested at once. The
kinds of information recorded by the examinee may include measure-
ments, locations, and interpretations. One must be careful not to test
reading and writing skills when using tne examinee recorded approach.
The written response required by the examinee should be as simple as
possible (e.g., checkmark, anderlining, one word answer). This is
especially true when administering performance tests to low aptitude
personnel. Some examples of examinee recorded paper and pencil tests
for instrument panel reading and troubleshooting are shown in Exhibits
8 and 9.
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Exhibit 7

Example of Scoring Checklist for Scoring Performance

in Multiple Areas

PERFORMIANCE EXAMINATION

WELDING

SCORING CHEIXLIST

Time Started

TOOLS AND MATERIALS
1. Holds torch at 45" angle to work except for start or finish .......................... 1
2. Always concentrates flame on base metal, not on rod ............................... I

3. Uses proper fiux consistency (free flowing flux) ................................... 1
4. Selects proper size rod for given metal thickness ................................... 1
5. Selects proper size welding tip for given metal thickness ............................ I

6. Restricts cleaning of base metal to width of weld ................................... 1

PROCEDURE
7. Examines metal for dirt or grease. Cleans both metal and rods ...................... I

8. Sets metal on jigs. Mixes flux. Fluxes both base metal and rods ...................... 1

9. Adjusts oxygen acetylene regulators to 5-8 pounds (no credit if pressure on oxygen does
not equal pressure on acetylene) .................................................. 1

10. Lights torch and adjusts to slightly carborizing flame (feather should be no more than
1% times inner cone) ............................................................ 1

11. Pre-heats base metal ............................................................. 1
12. Tacks metal from center to each end, or from center to each end alternately; tacks 1%

to 1% inches apert ................................................. ............ 1
13. Welds from center to one end ..................................................... 1

14. Reversei metal and welds from center to other end .................................. I
15. Uses correct torch and rod motions while welding .................................. I

16. Dips iond washes making sure that all flux is removed ............................... 1
17. Time finished Finished in 17 minutes or loss ...................... I

SAFETY

18. Snirt neck and sleeves buttoned ....................... ....................... 1
19. Makes sure fire extinguisher in area before igniting torch ........................... 1
20. Maker sure Chat gas .ootles are in an upright position .............................. 1
21. Useq friction lighter to ignite torch and holds lighter on bench when igniting torch ... 1
2:2. Does not open acetylene ýylinder valve more thar. 1% turns ..................... 1
23. Uses goggles when welding ................................ ...................... 1

MEASUREMENT OF TIlE FINAL PRODUCT

24. Start ,af weld uniform with rest of weld .......................................... 3
25. End of weld uniform with rest of weld . ........................................... 3
26. Uniform penetration for crtire first 3 inches ...................................... 3
27., Un pfora. ,nqetration for entire lasL 3 inches ...................................... 3
28. I'.cad width 3-5 times metal thickness for entire first 3 inches ........................ 3
25. Bead width 3-5 vimes metal thickness for entire last 3 inches ......................... 3
.30. Bead heignt 26-50% of thickness for entire first 3 inches .......................... 3
31. Bead heigit 25-50% of thickness for entire last 3 inches .......................... 3

32. No beau irregularity in entire first 3 inches ..................................... • 3

33, No bead irregularity in entire last 3 inches ....................................... $

Total Scota
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Exhibit 8

Example of Examinee Recorded Instrument Reading Test

IN COLUMN I PLACE THE NUMERICAL READING FOUND ON THE INSTRUMENT.

IN COLUMN II INDICATE WITH A "Yes" OR "No" WHETHER OR NOT THE READING I1
WITHIN TIHE NORMAL OPERATING RANG1.

IN COLUMNS III AND IV GIVE THE MAXIMUM AND MINIMUM READINGS AT WHICH
IT WOULD STILL BE SAFE TO OPERATE THE ENGINE.

TIME LIMIT:- TEN MINUTES.

Instrument I II III IV
Number Reading Within Norm. Maximum Minimum

Range (Yes or No) Safe Safe

2.

3.

4.a

4.b

5.
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Exhibit 9

Example of Examinee Recorded Trouble Shooting Test

CONTROLLER TROUBLE SHOOTING

DIRECTIONS: Each controller is energized. There is a trouble in one of the circuits of each con-

troller. At each controller, push the start button and observe the action of the motor and/or
controller. Using the information you get from this operation and the equipment provided
locate the troubles in each of the controllers. Indicate your answers in the table below by
placing an (X) under the controlltir number and opposite the condition or part which is eau.-
ing the trouble.

FOR EXAMPLE: If you found a trouble in the start button of controller "B" you place an (X) M
shown below:

Controller Number

PILOT CIRCUIT A B C D E

a. Control fuses

b. Stop buttons

c. Start buttons x

The main thing is to find the troubles. Don't waste time, extra credit will be given for rapid
work, but observe all safety precau'ions. Are there any questions?

CONTROLLER NUMBER

POWER SUPPLY CIRCUIT 1 2 3 4 5 6 7 8 9 10

a. Blown fuses

b. Open circuit breaker or switch

c. Poor connection in circuit

P111.0 CIRCUIT (Control Circmnt) 1 2 3 4 5 6 7 8 0 10

a. .ontiol fuie•

b Stop buttons

c. S1 Irt buttons

d Auxmhary contacts

e. Oveiload relay contacts

f. Poor connections

MAIN LOAD CIRCUIT

(Motor Load Circuit) 1 2 3 4 5 6 7 8 9 10

a. Main line contacts

b. Overload relay clenients

c. Poor connections

KEELP YOUR ANSWER ShIEET FACE DOWN WHEN NOT WRITING

E Reproduced from

best available copY.
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Pictorial Performance Tests

A variant of the examinee recorded performance test is that
in which the testee has to examine a picture or diagram in which some
facet of the training or job is being depicted incorrectly. The exami-
neets task is to write down or tell what is wrong with the picture. An
example of a pictorial performance test item measuring safety know-
ledge is shown in ExiLbit 10. In this example, an airman is discharg-
ing a capacitor with a screw driver rather than with the proper tool for
this purpose.

A prerequisite to the construction of a performance test is a
behavioral job analysis. A belt ,ral job analysis determines the be-
haviors required for task performance; the importance of each task

Alement, and an indication of how to tell whether one has correctly per-
formed each task element.

The advantages of performance tests are: (1) realism, (2) prac-
ticality, (3) objectivity, (4) content validity, and (5) freedom from ver-
bal requirements.

One disadvantage of performance tests is their potentially high
cost. Often the actual on-the-job equipment or apparatus is needed for
the test purposes. Great care should be taken in determining the de-
gree of fidelity actually needed for performance test purposes.

Performance tests are also costly to administer. This is especi-
ally t±-ue if you can test only one man at a time, because there is only
one piece of apparatus available.

Many performance tests require individual administration, i.e.,
one examiner for each examinee. This places a serious strain on avail-
able test administrative manpower. These very points were supported
by the student measurement specialists at tVe various Air Force tech-
nical training centers who, when interviewed, claimed that performance
tests (however practical and appropriate) presented serious adminis-
tration difficulties.
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Exhibit 10

Example Item from a Pictorial Performance Test

4-
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Proving Grounds

Perhaps the most sophisticated type of performance test is
the personnel proving ground. In the proving ground, the trainee is
placed on the job. An attempt is made to cycle him through all the
job tasks in a short period of time. As he performs each job, the
trainee is evaluated and he, in turn, evaluates the training he re-
ceived, in relation to the job.

Ratings and Related Methods

Supervisory Ratings

Supervisory ratings, although widely used, are one of the
most unreliable, biased, and contaminated methods for evaluating
performance. Several factors which can contributp to poor or in-
adequate ratings are: friendship, quick guessing, jumping to con-
clusions, first impressions, prejudice, halo, errors of central ten-
dency, and er rors of leniency. Of these, the last three are the most
important. Halo exists when a rater allows his overall, general im-
pression of a man to influence his judgment of each separate trait on
the rating scale. You can determine if halo exists in the responses
to a rating scale by intercorrelating all of the items. If there is a
moderate or high correlation among most of the items, then halo
probably exists. A more precise method for determining halo is given
by Guilford. * The method depends on multiple raters and the use of a
somewhat sophisticated statistical analytic technique called analysis

of variance.

Errors of leniency occur when a rater tends to use only the
upper portion of the rating scale when rating all or most of his men.
Errors of central tendency occur when the rater uses only the middle
portion of the rating scale when rating his men. Considerable evi-
dence exists which demonstrates that rater training can reduce these
sources of bias so that the resultant ratings are, at least, minimally
useful.

".'Guilford, J. P. Psychometric methods. New York: McGraw-Hill,

1954. Pp. 281-283.
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Generally, ratings improve to the extent that we prevent the
influence of the rater's own idiosyncrasies from affecting his observa-
tion of subordinate behavior. The evaluator must observe and record
behavior in objective terms. If this suggestion seems mechanistic,
it is meant to be that way. The more that a ratef can become like a
behavioral metering device, the less likely that he will contaminate
the evaluation. Also, it will help immensely if the items are couched
in behavioral rather than in relative or evaluative (e. g., superior,
above average, etc.) terms.

In general, ratings are, at best, a haphazard method for eval-
uating training, performance, student achievement, or job behavior.
Their only real advantages are speed and ease of construction.

If other more objective methods are feasible, then they

should be used.

Ranking

Ranking is a rating variant which controls for the errors of
leniency and central tendency. In the classical pair comparison
method, every person being rated is separately compared with every
other person on each attribute under consideration. The easiest wa,'
to accomplish this is to put each trainee's name on a separate index
card, along with an identification number. If you have 15 trainees
to be ranked, you will have 15 numbered index cards. Next, you con-
struct a matrix with each person's name across the top and down the
side. Then, -'e your first card and place it face up in front of you.
This card is kikown as the "standard. " Then, take the second card
and compare, on the attribute under consideratioit, that man with the
man represented by the standard card. When you decide which is
superior, you place either a 1 ( if the standard man is superior;, or
a 2 (if the comparison is superior) in that part of the matrix where
the standard and he comparison intersect. Next, lay card number
two aside and perl'orm the same procedure with card number three
and the standard. Continue doing this until the standard is compared
with all the remaining cards. When you finish, lay the standard aside.
It is not to be used again. Now, card number two will be your stand-
ard, and it will be compared with all the remaining cards. Set card

44



number two aside, shuffle the remaining cards and resume the com-

parison procedure, as above. When all the car-s have been com-
pared with the second standard, choose a third standard and continue
the procedure until all cards, except the last, have served as stand-
ard. To treat the data, simply count up the number of times each
man was preferred, and enter that number in a column to the right
of the matrix. Next, you rank each person on the basis of the num-
ber of times he was preferred. The end result will appear as shown
in Exhibit 11.

Exhibit 11

Example of Data Treatment for Pair Comparison Rating

"•

Cd

Cd Cd Cd Cd Cd :j Cd Cd4.

Man 1 1 1 4 5 2 3 50

Man 2 2 4 5 1 1 43

Man 3 4 5 0 5 25

Man 4 5 3 2 57

Man 5 4 1 75
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A distribution of ranks will be the result of this procedure.

A rank distribution, though, does not accurately represent the be-
havior of all the men being evaluated. To correct for this inade-
quacy, the rank distribution should be transformed to a normal dis-
tribution. A normal distribution will more accurately represent
the behavior of the men being evaluated. In order to convert the
rank distribution to a normal distribution, you must use the table
presented as Exhibit 12. The entries in this table are standard
scores.* To obtain the standard score for each man being evalu-
ated, you first locate, in the left hand column of the table, the
number of times the man was preferred. You, then, look across
the top column and find the number of persons you have evaluated.
The entry in the table where these two numbers intersect is the
standard score assigned to the man. For example, if the man you
wish to evaluate was preferred 10 times and the group size was 16,
then the standard score assigned to the man is 54. On the other

hand, if the group size was 24, then the standard score assigned to the
man would be 48. This particular example also demonstrates that the
evaluator must know the group size as well as the man's rank in order
to determine relative standing. The man who is ranked tenth in a
group of 12 is certainly different from the man who is ranked tenth
in a group of 25.

If each man in the evaluation group is ranked by more than
one evaluator, you must follow a certain procedure for combining
ratings. An averaging procedure is used, but it is not the ranks that
are averaged. The standard scores must be averaged--not the ranks.

*The standard score concept will be discussed more thoroughly

in Chapter IV of this handbook.

,oMultiple i atings are desirable in most situations.
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When there are 10 or more instructors evaluating a group
of students, another, more sophisticated, combinatory procedure
can be used. In this procedure, you must first calculate the number
of times each individual is judged more favorable than every other
individual by the group of raters. This approach is faci.litated by
the use of a matrix. A sample frequency matrix is presented as Ex-
hibit 13. Here, five students were evaluated by 12 instructors. In
this matrix, for instance, man 3 was preferred over man 1 eight times,
while man 1 was preferred over man 3 only four times.

Exhibit 13

Example of Initial Frequency Matrix for Pair Comparison Data
When More than Ten Raters are Involved

Man 1 Man 2 Man 3 Man 4 Man 5

Man 1 6 5 8 7 6

Man 2 7 6 9 7 8

Man 3 4 3 6 2 7

Man 4 5 5 10 6 4

Man 5 6 4 5 8 6

These values are then converted to proportions (of 12). The
sample proportion matrix corresponding to the frequency matrix (Ex-
hibit 13) is presented as Exhibit 14.
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Exhibit 14

Example ef Proportion Matrix for Pair Comparison Data

Man I Man 2 Man 3 Man 4 Man 5

Man 1 .50 .42 .67 .58 .50

I Man 2 .58 .50 .75 .58 .67

Man 3 .33 .25 .50 .17 .58

Man 4 .42 .42 .83 .50 .33r Man 5 .50 .33 .42 .67 .50

AE in the previous example, these proportions must be con-
verted to standard scores. Conversion of the above proportion matrix
using Exhibit 16 is presented in Exhibit 15. The bottom row of Figure 15
presents the final scale values.

Exhibit 15

Example of Standard Score Matrix for Pair Comparison Data

Man 1 Man 2 Man 3 Man 4 Man 5

Man 1 .00 -. 20 .47 .20 .00

Man 2 .20 .00 .67 .20 .47

Man 3 -. 44 -. 6 1 .00 -. 95 .20

Man 4 -. 20 -. 20 .95 .00 -. 44

Man 5 00 -. 44 -. 20 .47 .00
--------------------------- -----------------------------------

Sum -. 44 -1.51 1.89 -. 08 .23

Mean -. 09 -. 30 .38 -. 02 .05
(Scale Value)
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Exhibit 16

Standard Score Values for Each Propcrtion from .01 to .99

Standard Standard Standard
Proportion Score Proportion Score Proportion Score

.99 2.33 .66 .41 .33 -. 44

.98 2.05 .65 .39 .32 -. 47

.97 1.88 .64 .36 .31 -. 50

.96 1.75 .63 .33 .30 -. 52

.95 1. 6b .62 .31 .29 -. 55

.94 1.56 .61 .28 .28 -. 58

.93 1.48 .60 .25 .27 -. 61

.92 1.41 .59 .23 .26 -. 64

.91 1.34 .58 .20 .25 -. 67

.90 1.28 .57 .18 .24 -. 71

.89 123 .56 .15 .23 -. 74

.88 1.18 .55 .13 .22 -. 77

.87 1.13 .54 .10 .21 -. 81
.86 1.08 .53 .08 .20 -. 84
.85 1.04 .52 .05 .19 8r
.84 .99 .51 .03 .18 -. 92
.83 .95 .50 .00 .17 -. 95
.82 .92 .49 -,03 .16 -. 99
.81 .88 .48 -. 05 .15 -1.04
.80 .84 .47 -. 08 .14 -1.08
.79 .81 .46 -. 10 .13 -1.13
.78 .77 .45 -t13 .12 -1.18
.77 .74 .44 -. 15 .11 -1.23
.76 .71 .43 -. 18 .,0 -1.28
.75 67 .42 -. 20 .09 -1.34
.74 .64 .41 -. 23 .08 -1.41
.73 .61 .40 -. 25 .07 -1.48
.72 .58 39 -. 28 .06 -1.56
.71 .55 38 -. 31 .05 -1.65
.70 52 37 -. 33 .04 -1.75
.69 50 36 -. 36 .03 -1.88
.68 .47 .35 -. 39 .02 -2.05
.67 .44 .34 -. 41 .01 -2.33

From these data, we can ascertain that man three was judged most
favorable by the raters and that man two was judged least favorable.
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Fractionation Method

One rather sophisticated rating method combines the pair
comparison technique with the magnitude estimation. In the frac-

tionation method, one divides 100 points between two stimuli. For
example, in comparing the size of two objects, the assignment of
75 points to one member of a pair and 25 points to the other mem-

ber of the pair would indicate that the first is three times the size
of the second. One can, of course, apply this technique to the eval-

uation of individual traits or performance of students. If you are
evaluating two individuals and you assign one a value of 80 and the

other a value of 20, this means that the first individual possesses
four times as much of the trait being evaluated as the second. A

50-50 split means that both individuals perform about the same
with regard to the trait in question. In order to illustrate the meth-
od, a modification of an example given by Comrey* will bc presented.
Comrey had 47 persons judge five stimuli using the fractionation tech-
nique. A matrix showing the average number of points assigned to
each stimulus is given in the upper half of Exhibit 17.

The next step in the procedure is to convert each of the en-
tries in the upper half of Exhibit 17 to its corresponding logarithm.
These logarithmic data are shown in the lower half of Exhibit 17.

"*Comrey, A. L. A proposed method for' absolute ratio scaling.
Psychometrika, 1950, 15, 317-325.
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Exhibit 17

Initial Steps in Treatment of Fractionation Data

Average Number of Points Assigned to Each Stimulus

Stimulus 1 3 5 7 9

1 - 44.91 6.09 28.74 11.00
3 55.09 - 41.04 34,51 12.79
5 63.91 58.96 - 41.34 16.00
7 71. 26 65.49 58.66 - 21.06
9 .400 87.21 84.00 78. 97 -

Correspondrn a Logarithms for the Values Presented Above

Stimulus 1 3 5 7 9

1 - 1.652 1. 557 1.458 1.041
3 1.741 - 1. 613 1.538 ". 107
5 1. 806 1. 771 - 1.616 1. 204
7 1. 853 1. 816 1. 768 - 1o.323
9 1.949 1. 941 1. 924 1. 897 -

Then, the values for each of the corresponding pairs are sub-

tracted. For example, you first subtract 1. 741 from 1. 652, resulting
in a value of -. 089. The next subtraction would be 1. 806 from 1. 557,
resulting in -. 248. This procedure is continued until every pair is
subtracted. The results for thr- entire matrix are shown in Exhibit 18.
.Also shown in Exhibit 18 are the sums, means, and antilogs. These
antilogs represent the scale values of the stimuli on the characteristic
under consi ,oration.
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Exhibit 18

Subtracted Log Values and Physical Scale Values
of the Stimuli in Inches

Stimuli 1 3 5 7 9

1 0 -. 089 -. 248 -. 394 -. 908
3 .089 0 -. 157 -. 278 -. 834
5 .248 .157 0 -. 152 -. 720
7 .394 .278 .152 0 -. 574
9 .908 .834 .720 .574 0

Sum 1.639 1. 181 .467 -. 251 -3.034
Mean .328 .236 .093 -. 050 -. 607
Antilog 2. 127 1.722 1.240 .891 .247

Order of Merit

In the pair comparison and the fractionation methods, as the

number of trainees increases, the number of comparisons increases
geometrically. For example, when you have 15 trainees, there are
105 comparisons. But, with 30 trainees, there are 435 comparisons.
Although it is more precise than rating scales, use of the pair com-

parison method is no' recommended if you have to judge any more than
20 or 25 persons.

A ranking method which also controls for the leniency and cen-
tral tendency errors and which is much simpler to use than pair com-
parisons is called the order of merit method. In this method, you just
arrange your set of index cards containing the names of the persons to
be rated on a particular trait in order from best to worst.

A preferred variation of this method is known as alternation
ranking. In this procedure, you first list the names of the persons
to be ranked on the left side of a piece of paper. Scan the list and
select the best. His name is written at the top of the right side of
the page and crossed off the left side of the paper. Then, the list is
scanned again, and the worst maun is s~aected from the list. His name
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is put on the bottom of the right band side of the page and crossed off
the list on the left. This procedure is continued until all the names
have been crossed off the list. A partially completed visual presen-
tation of this method is presented in Exhibit 19.

Exhibit 19

Example of Alternation Ranling Procedure

Person to Ranking from
be Ranked Best to Worst

John Jones Mark Davis 1
Joseph Doakes Jessie Goldman 2
Jt-Bee 3
Toni Smith 4

D 5
Tyrone Sullivan 6
Jessieo Eiaima~ 7
Peter Thomas 8
Mario Pilosi 9

a...,.an..eh- Ivan Ivanovich 10
Robert Watkins John Doe 11

It is obvious that the order of merit method of ranking is more
flexible than pair comparisons. It can be employed to evaluate many
more people and many more traits in a shorter amount of time. It
possesses the added advantage over ratings of being able to control for
the leniency and the central tendency errors. Halo error, however,
can still occur, especially if the men are ranked on more than one
trait.
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Other Evaluation Methods

Gain Scores and Final Exam Grades

Many persons argue that gain scores ar' superior to final
exam grades for both training evaluative and student achievement
measurement purposes. This is because gain scores are held to
control for initial level of knowledge. A gain score is the differ-
ence between the student's knowledge before and after training.
Comparable forms of a test are usually given before and after train-
ing to derive the difference score. The problem in the before and
after measurement of gain is that when small significant increases
are registered, there may actually be a tremendously large increase
in krowledge. This paradoxical result comes from the inequality of
measurement at different points along the scale. Actually, know-
ledge increases faster than test scores. One can rarely find a sig-
nificant positive correlation between initial test scores and gain
scores (often there is an inverse correlation). This is contrary to
expectation, since it is expected that the more intelligent student
will learn more and that the more interested student will be motivated
to study more. One can partially explain the anomaly on the basis
that students who already kaow a lot do not have much left to learn.

Another relatrcd problem is the ceiling effect. This occurs
when the initially bright student already has most of the items on
the pretest correct and, accordingly, doesn't have much room for
improvement on the positest.

A related appro'ich involves separating the initially bright
from the initially dull ',tudents. This is done to correct for the loss
of time by the initially high scoring student who has to waste time
while others are learring low level inaterial. It is possible that if
the bright student's iikstruction started off at a higher level, his gain
will be greater.
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Rate of Gain

In the rate of gain method, one controls for variables (using
the part correlation technique) which can affect the traditional pre-

and posttest gain scores. Through this technique, one might, for
instance, e'emove the effects of intelligence from both the pre- and
posttest scores. The residual difference, with intelligence controlled,
is pure "rate of gain" and is held to be one of the more sensitive cri-
teria of achievement.

Task Analytic Evaluation

In one sense, training for a job may be considered to be ac-
ceptable if the average trainee performs with proficiency on the high-
ly important tasks of a job. The training may be considered to be
faulty if the average wo ker performs poorly on the very important
tasks. Obviously, this conceptual method of evaluation involves re-
lating job analytic information (importance) to average job behavior.
The method points to deficiencies in the program which need emphasis,
and parts of the program which need deemphasis. A technique devel-
oped by Siegel and Schultz is presentee, as an example. Siegel and
Schultz suggest a matrix approach. First the average proficiency is
calculated for a representative group of men on each task. Next, the
importance of each task is determined. Then, each task is sorted
into one of the nine cells shown in Exhibit 20. Cell A consists of tasks
which are highly important and on which the average worker is highly
proficient. Cell F, though, is composed of tasks which are relatively
low in importance, but on which the average worker is moderately pro-
ficient. This matrix can be studied from several points of view. A
training index, an overtraining index, and an undertraining index can
be derived from the matrix. The training index is used to determine
if training has been effective. In order to quantify this approach, let
each task in cells A, E, and J be given a weight of 2, each task in cells
B, D, F, and H a weight of 1, and the tasks in cells C and G a weight
of 0. Tasks which meet the ideal are thus scored 2; those which de-
part from the ideal are scored 1 or 0, depending on the extent to which

"*Siegel, A. I., & Schultz, D. G. Evaluating the effects of training.
Journal of the A.mnerican Society of Training Directors, 1961.
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they deviate. The training index is computed by summing the weights
for all the tasks in the job and dividing this number by twice the num-
ber of tasks involved. This procedure will yield an index which varies
between 0 and 1. Perfect training is the condition in which all the tasks
fall into cells A, E, and J. In this instance, the training index is 1. If
all the tasks were to fall into cells G and C, then the training index
would be 0.

Exhibit 20

Matrix for Classifying Job Tasks by Importance (I)
and Average Proficiency (P)

I

High Moderate Low

High A B C

P Moderate D E F

Low G H J

Overtraining is defined as the extent to which average profici-
ency on various tasks exceeds the level indicated by their importance.
If the average graduate is highly proficient on tasks of little import-
ance, overtraining exists. The overtraining index is calculated by as-
signing a weight of 2 to all tasks in cell C, a weight of 1 to tasks clas-
sified in cells B and F, and a weight of 0 to tasks classified in the re-
maining cells. To obtain the overtraining index, the sum of the weights
for all tasks in the job is divided by twice the number of tasks involved.
The closer this index is to 1, the more certain we can be that over-
training exists.
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In undertraining, we are interested in the extent to which the
moderately and highly important tasks are performed poorly. If a
weight of 2 is assigned to cell G, a weight of 1 to cells D and H, and
a weight of 0 to the remaining cells, the undertraining index can be
obtained. This is the sum of the weights for all tasks according to
the cell in which they are classified, divided by twice the number of
tasks. In this instance, undertraining increases as the index ap-
proaches 1. An index of C in this case suggests suitable training.

The three indices described above each shed a different light
on the training program. When employed compositely the indices
can provide the basis for a rather thorough understanding of the ef-
fectiveness of the training program. The training index tells the
user whether the training program is generally effective in the sense
that the graduates are able to perform the important tasks on the job.
This index reflects the extent to which the graduates approach the
paradigm of high on-the-job proficiency for relatively important tasks
and low on-the-job proficiency for relatively unimportant tasks. If
training time is limited, it could be maintained that a trainee ought,
first of all, to learn how to do the important aspects of the job. One
might wish or demand that the new worker be highly proficient on all
the tasks of the job. But this may be impractical iirom a realistic
standpoint and inefficient from the standpoint of minimizing the time
and cost of training.

The overtraining index emerges directly from the concept in-
herent in the training index. In terms of the training index, the train-
ing product is not considered suitable if the graduate is very profici-
ent on unimportant tasks. Objection may be raised to "marking down"
a training program because it produces this kind of proficiency. It is
certainly true that o' ertraining in this sense is preferable to under-
training, i. e., producing a graduate who is not proficient on tasks
which are important. The overtraining index yields insight into the
overtraining aspect of the training graduates' job suitability. This
index indicates the extent to which the graduates are highly proficient,
even on the unimportant tasks of the job.

To complete the picture of the meaning of the proficiency-im-
portance matrix, the undertraining index quantifies the extent to which
the training gives rise to workers who do not perform adequately the
more important tasks of the job. Since it seems safe to assume that
satisfactory job performance would ordinarily require the ability to
carry out the more vital functions involved, this index places empha-
sis on any serious inadequacies of a training effort.
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Questionnaire Measurement

The measurement of student opinions through student com-
pleted questionnaires is often an integral component of training eval-
uation. It makes very little sense to measure posttraining perform-
ance or achievement without measuring student attitudes and opinions
as well. A student's posttraining performance will often be affected
by his attitudes and opinions. A properly phrased questionnaire,
completed by the students, can point to areas of deficiency in the
training program and the student environment overlooked by the in-
structors and not easily identified through the other methods de-
scribed in this manual,

Several areas can be inquired into through questionnaire meth-
od. depending on the purposes of the training evaluator. One area is
concerned with the affective or emotional reactions of the student to

the training program. A second is concerned with specific thoughts
and suggestions that the student may have regarding the formal or
pedagogical aspects of a training program. A third area of inquiry
may involve the classroom and laboratory environment. Different
types of questionnaire items may have to be constructed in order to
obtain these kinds of information.

There are some very complex questionnaire techniques. The
methods for constructing complex questionnaire items are beyond the
scope of this manual. We shall confine ourselves to a discussion of
four of the simpler item forms.

Likert* type items simply ask the trainee to indicate the ex-
tent of his agreement or disagreement with a statement about the
training program. Some sample Likert items, concerned with moti-
vation and enjoyment of a training program, are presented in Exhibit
21.

"•Rensis Likert, an industrial psychologist, was one of the
first to construct and use this type of item.
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Exhibit 21

Example of Likert Type Items

Directions

Please indicate whether you Strongly Agree (SA), Agree (A),
Mildly Agree (MA), Mildly Disagree (MD), Disagree (D), or Strongly
Disagree (SD) with each of the following statements (circle one).

1. This training program made the best
possible use of training •uds (circle one) SA A MA MD D SD

2. The instructor frequently allowed time
for class discussion (circle one) SA A MA MD D SD

3. The tests were based on the material
taught in class (circle one) SA A MA MD D SD

4. There was ample opportunity for review
at the end of each class meeting
(circle one) SA A MA MD D SD

5. The material was presented at the
proper pace; nieither too fast nor too
slow (circle one) SA A MA MD D SD

6. There was a good balance between
material and demonstration
(circle one) SA A MA MD D SD
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You will notice that the items in Exhibit 21 have six possible
choices. The writer of these items forced the respondent to agree,
or disagree, by not including a middle category. Sometimes, you
may wish to supplant the MA and MD choices with "no opinion" or
"indifferent" choices. However, g:od technical reasons exist for
avoiding this, where possible. Likert type items can be designed
to obtain both affective reactions and information from the students.

Semantic Differential

The semantic differential method uses bipolar adjectives to
define the endpoints of semantic dimensions. To develop such a
scale, the evaluator first must postulate a region of semantic space;
then, several bipolar semantic scales are constructed whose axes
pass through the center of this space. One should identify as many
dimensions or axes as possible so that the dimensionality of the space
is exhausted. With regard to training evaluation, semantic differential
items require the student to indicate his feelings about various aspects
of the training program. Semantic differential items can only be used
to secure affective reactions about the training program from the
trainees. Exhibit 22 presents sample items from a questionnaire

based on the semantic differential technique.

Exhibit 22

Example of Semantic Differential Items

Directions

Place a checkmark (V) anywhere along the line between each
pair of words to indicate your feelings about the training program.

Bad I. . . . . . Good

Interesting ' ' ' ' ' ' , Dull

Adequate ' ' • ' ' ' Inadequate
Hard I , I , , , , Easy

Too Complex a I , Too Simple

Ineffective ' ' ' ' a a a a Effective
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Sentence Completion

Sentence completian questions present the student with an
item which he is required to complete. Generally, the stem or
premise serves to channel the respondent's thoughts in a given di-
rection in accordance with the objectives of the evaluator. Some
examples of sentence completion questions are presented in Ex-
hibit 23.

Exhibit 23

Example of Sentence Completion

Directions

Please complete each item as honestly and completely as you
can. Your answers will be used to help revise and improve the train-
ing program.

1. The best aspects of this training program were

2. The worst aspects of this training program were

3. The most needed improvements in this training program

4. The instructional methods

5. In regard to the training facilities, I think that
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The open-ended question elicits a free response, one which is

not restricted to any predetermined categories. The respondent re-
plies in a natural and unstructured manner and in whatever terms or
frame of reference he chooses. For this reason, the sentence com-
pletion type of question could lead to greater comprehensiveness and
result in responses of higher.validity than questions -wjith a fixed set
of responses. With a fixed set of responses, a superficial similarity
may be enforced and the true response of certain respondents may
not become known. Also, a specific question may be perceived dif-
ferently by different people, and a difference in an answer may re-
flect the difference in interpretation. This kind of situation could be
eliminated with the sentence completion question.

The disadvantages of the sentence completion item lie in its
scoring. This type of question does not lend itself to precoding.
Therefore, the tabulation of the results is considerably more in-
volved than for a question with the fixed set of responses. One meth-
od for treating such data is to construct response categories and to
tally the number of statements falling into each. One way to avoid
this predicament will be reviewed in the next section.

Multiple Choice Questions

Multiple choice questions avoid the data treatment problems
inherent in senternce completion items, since the response categories
are already structured for the student. However, the open ended
format must sometimes be employed as a precursor to the multiple
choice format. This approach allows the derivation of the necessary
multiple choice response categories. While the multiple choice re-
sponse format is easier than the open ended format for the person
completing the questionnaire, the multiple choice format may tend
to lose data. Since the questionnaire constructor will probably in-
clude as options only those response categories which are most popu-
lar, interesting but outlying responses may be lost. Some examples
of multiple choice questions are presented in Exhibit 24.
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Exhibit 24

Example of Multiple Choice Questions

Directions

Please select the one answer which best reflects your feel-
ings from among the choices for each of the following questions.

1. Check (V') the one lesson in the flight training program which was
the easiest for you to learn.

a. Maneuvers
b. Instrument Flight
c. Navigation
d. Radio Procedures
e. Formation Flight
f. Nomenclature

2. Check (V) the one lesson in the pilot training program which was
the most difficult for you to learn.

a. Maneuvers
b. Instrument Flight
c. Navigation
d. Radio Procedures
e. Formation Flight
f. Nomenclature

3. Check (-/) the one lesson which most needs improved training aids.

a. Maneuvers
b. Instrument Flight
c. Navigation
d. Radio Procedures
e. Formation Flight
f. Nomenclature
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Exhibit 24 (cont.)

4. Check (/) the one improvement that you think is most needed in
this program.

a. Better instructors
b. Better facilities
c. More leisure time
d. Better reference library
e. Less stress on academic and

more on practical aspects

5. Check (V) the one aspect in the training program you liked least.

a. Maneuvers
b. Instrument Flight
c. Navigation
d. Radio Procedures
e. Formation Flight
f. Nomenclature

Forced-Choice Items

As one would suspect a forced-choice items is an item where
the examinee is forced to choose one of a number of alternatives.
This format is often useful for purpose of rating oneself or another
on a trait or characteristic. Although forced-choice items are
often in the vein of "Are you still beating your wife" and there-
fore can cause examinee resistance, they are held to eliminate much
re' "onse faking and dishonesty. In coi,3tructing such items care
must be taken to equate the social desirability of the response
alternatives. This is done to avoid having examinees respond to
the desirability of an item oaly, rather than to the content of
the item.
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This questiomuaire method, though, poses many more developmental
problem tkaa the methods previously presented. In the first place,
forced-choice questions are very difficult to construct. The items
first have to be admirlstered to a sample of persons so that the social
desirability cl the items can be assessed. Second, factor analytic
s.-aies must be performed so that the Itm c3n be empirically grouped
by the trait or belief being measured. Third, different Items, of equal
desirability, must be combined in a pair comparison franework in order
to vAe up the questions.

Exaples of forced-choice items where two undesirable and two
desirable statements occur within one question are shown in Exhibit 25.
Each mple provides three awcoring levels. The student is given a +1
both for H1 responses to positively phrased statements and for L re-
sponses to negatively phrased statemmns. Tho student is assigned a -1
both for L responses to positively phrased statements and for 1! responses
to negatively phrased statements. Response choices that are not checked
with an N or an L are assigned a score of 0. Each of the item is re-
laced to one of the Aimensions of Interest. All of the positive and
negative scores for each traindug dimension axe, then, added up. For
e exmle, suppose the student coLmletes a 20 item forced-choice ques-
tiomiaire with instructor behavior as one of the traitning dimensions.
Suppose the stadent's scores on the instructor behavior diae-Lon were

9 zand -3*. His total score, then, for instructor behavior would be
4-. This procedure allows one to rank each relevant aspect of training
so that areas of improvement can be delineated.

Eight of the 20 instructor behavior items were not marked with
either an it or an L.
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Exhibit 25

Examples of Forced-Choice Items

Direclions

Place an M next to the opcion in each set which best describes
your reaction to the set. Place an L next to the option which most
poorly or least describes your reaction. You can mark only two of
the four options in each set.

1. a. The instructors wer e considerate of student needs EJ
b. The course was at an appropriate difficulty level

c. The textual material was too difficult iZJ
d. The workbook was disorganized []

2. a. The training aids helped my understanding [-]
b. The classroom facilities were inadequate E-
c. The laboratory work was necessary

d. The instructors we,-e unfriendly L-
3. a. The instruction was disorganized

b. The tests werc .- ir

c. The material was clearly presented

d. The instructors failed to provide individual help [J
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The Interview

The interview is one of the oldest and most widely used forms
of evaluation that we have. Almost every evaluation process involves
some interviewing. This is a paradox, since the interview represents
an extremely weak pi -)cess with little evidence to support its use,
while, at the same time, there is a great deal of evidence against it.
This is not to say, though, that the interview should be eliminated,
because through a systematic approach, it can be improved.

The most important purpose of the interview, in the present

context, is to obtain evaluative information about either the training
program or the student. There are three qualitatively different ways
of obtaining this kind of informatiop. These are:

1. Unsystematic

This type of interview is unplanned, haphazard, free
associating, and unstructured. The interviewer may
have a set of questions he has developed which he
thinks will do a good job. Usually, no particular se-
querice is followed and in many instances the inter-

viewer will talk 90 per cent of thP L;me. Generally,
specific traitiee or program e-!.aracterLstics which
riced to be identified are nxot identified. The inter-
viewer winds up w/ith n impression and gives super-
ficial reasons for !Lis decision. Most of the inter-
viewing done tLday is of this type. Needless to say,
this approach has proven highly unreliable and invalid.

2. Standardized

The eL.c criteria of this method are high reliability
and low variability. It is characterized by a series
of questions that are always asked by all interv.-iewers
in lhe same sequence with the same wording and the
same scoring procedures. This technique tends to
eliminate the interviewer as a source of response vari-
ability (error) in the applicant. This type of intcrviex%
has been c -i-icized on the grounds that it is nothing
more than anl oral !est with the tendenr-v 1o obtin "pure"
informaion.
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3. Systematic

In this method, the interviewer enters with a reser-
voir of questions with the possibility of different
questions for different trainees. This approach
stresses interviewer flexibility so that he can dig
fo; the things he is looking for and also that he will
syzitematically record and evaluate impressions. The
reasons for recording impressions are.

1. at that time all the highlights of the in-
terview are in front of you

2. so that comparisons can be made with
others

3. so that comparisons can be made with
what is needed on the job (validity)

This is a problem solving, structured approach con-
cerned with reliability, validi.ty, and practicality.

In the systematic interview, we must plan what we are going to
measure in advance. Information should be either relevant to the train-
ing program or be predictive of job success. In the interview, we at-
tempt to develop information which will allow us to measure character-
istics wiich are not better measured by other techniques (e. g., tests,
questionnaires, etc. ). The first step in interview construction is to iden-
tify the information that is needed in order to evaluate the training pro-
gram or the student. Then, the information that can best be uncovered
by the interview is identified. A series of questions is then constructed
around each characteristic or requirement. One way to arrive 'at ques-
tions is to have a leaderless group composed of all those who are intcr-
ested in the evaluative results, This group composes a pool of quc,-',ions
(in some cases there may be only one question) for each area of interest.
An example of how the end result might look for one area of interv-st' is
presented below.

69



Some
Possible

Information Needed Questions Answers

1. How to motivate la. Can you motivate la. Yes
students students ?

lb, How can we influence lb. Order them.
studerts to do things Threaten them.
which are unpleasant? Impress them of

its importance.

1c. Can you describe lc. Praise.
some techniques that Opportunity for
will make students advancement.
study more? Leave.

Prestige titles.

As the reader will note, question la is rather weak, since it re-
quires only a "yes" or a "no" answer, while the other questions are de-
signed to elicit detailed responses from the interviewee. It should also
be noted that same possible responses are given which can be assigned
weights or scores on a five or a seven point scale. For example, if the
respondent says, "I'll order them, " or "I'd threaten them, " he would
obviously get a low .-core for that area, but on the other hand, if he says,
"I'd praise him for thG ie parts of the lesson he daes well, " he'd get a
high2r score. This approach is perfectly sixited to graphic rating form
techniques. If the intervie-wer d,.ý!sn't feel that he has obtained a true or
complete picture of the interviewees thoughts in the area, he can con-
tinue to query and probe him until a rating can be mad-. When this is
compleLed, the intcrviewee is questioned on the next area of interest.

One can see that the pi'ocedure described has the advantage of
tests in that it is objective and systematic and at the same time it is
flexible in that the interviewer only has to ask as many questions as
it t•kcs to comr to a decision in a specific area. Whet, the interview
is completed, •he rating forms for the abilities meast red a;e treated
like zest scores subsequent to st.iistical ,_-,',luation of the inte-rvi,:w.
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CHAPTER IV

QUANTITATIVE METHODS

Once the training evaluative data have been collected, they
must be treated (statistically analyzed) in order that firm, conclu-
sions may be drawn. Statistical analyF.,- provides methods for sum-
marizing the data and presenting them so that they can be interpreted
by both you and others. These analyses also tell you how much con-
fidence you can have in your data, i. e., whether any obtained differ-
ences or relationships are real or whether they can be attributed to
chance.

This chapter is not meant to be exhaustive. It describes some
of the various statistical techniques with which all evaluators should
be familiar. Some of the simpler techniques will be explained in de-
tail, since they can be accomplished easily on a desk calculator, while
some of the more complicated methods will only be described. You
will need the aid of a computer programmer, a computer, or a statis-
tician to accomplish the more complicated statistical techniques.

Central Tendency

On may occasions you will be interested in obtaining measures
of central tendency. There are thi ',e measures of central tendency:
mean, median, and mode. The me .n is, of course, the arithmetic
average of a group of scores. It is obtained by adding together all the
scores in your sample and dividing by the number of persons (N) in the
sample. The notation for the mean of all raw scores is usually Z. A
small x is usually used as the notation for a single raw score. The
Greek letter sigma (Z) indicates the arithmetic oper-ition of addition.
Your formula for computing the mean, Ihen, reduceb to:

N

Thc median is the midpoint or minddle score of a set of scores
.%hen the scores are arranged from m\est to highest. The mode, on
thc other hand, is the most common or fre..uent score in a set of scores.
You ý, ill have lictie occasion to use, these latter t\%o meisaures of cen-
iral tf--ideflc,' silce most statistics require the use of means rather
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I
than medians or modes. Under special circumstances*, though, A

median is preferred to a mean. A hypothetical test score distribu-

tio1 is presented iin Exhibit 26 with the mean, median**, and mode

cal ulated.

Exhibit 26

Sample Calculation of Mean, Median, and Mode

4

5
7

8
9 Nz 13

10
11 x= 10.92
12
12 Median = 11
13

15 Mode = 12
16
20

F 142

*Wnen the score distribution is highly skewed or distorted.

** When there is an even number of scores, the median is the

average of the two middle scores.
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Dispersion

Most statistical analyses require, in addition to the calcula-

tion of a measure-of central tendency, the computation of dispersion

or variability. The three measures to be discussed here are the
range, the standard deviation, and the variance. The range is sim-
ply the distance between the highest and lowest scores of the distribu-

tion. This measure of dispersion is rarely used except as a very
gross description of a distribution. The standard deviation (some-
times called sigma and denoted by T) and the variance, which is the

standard deviation squared, are the most commonly used measures
of variability. Standard deviations, although they vary in size across
distributions, have certain interesting properties which make them
very useful. For example, the distance between the mean and the

fix st standard deviation above the mean, in a normal distribution, al-

v.ays contains 34 per cent of the cases. This is also true of the dis-
tance between the mean and one standard deviation below the mean.
The distance between the first and second standard deviation above
the mean is occupied by about 13.5 per cent of the cases. Also, the
distance between the second and third standard deviation contains

about two per cent of the sample. These distances and percentages
are pictured in Figure 1.
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Figure I. Percentage of cases within various sigma limits.
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You can see from Figure 1 that three standard deviations on
C each side of the mean will account for alrnost all of the cases in the

test score distribution. The reason why we use the standard devia-
tion in most of our calculations is because of its invariant properties
across distributions. Typically, a distribution of scores is describ-
ed fully by its mean and standard deviation.

The standard deviation is calculated by summing the devia-
tions of each score from the mean, squaring them, and dividing by
the number of cases. The square root of this number will give you
the standard deviation. The formula for the standard deviation is:

Zx-x)
2

N

With the same score distribution used earlier, the computa-
tion of a standard deviation is illustrated in Exhibit 27.

Exhibit 27

Sample Calculation of a Standard Deviation

-2x 6- x)2(-X

20 +9.08 82.45
16 +5.08 25.81
15 +4.08 16.65
13 +2.08 4.33
12 +1.08 1.17
12 +1.08 1.17
11 +0.08 0.01
10 -0. 92 0.85

9 -1.92 3.69
8 -2.92 8.53
7 -3.92 15.37
5 -5.92 35.05
4 -C 92 47.89

L = 242. 97

/242.97
t./ 1  7.15*r 4. 14

* The •arian'e of the above distribution is 17. 15
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Standard Scores

It is essential for the training evaluator to gain an understand-
ing of the standard score concept. You may have encountered stand-
ard scores before reading this report, but they probably were re-
ferred to by another name. The results of many nationally adminis-
tered tests are given in standard score format. The scores on the
Scholastic Aptitude Tests of the College Entrance Examination Board
are given in standard score form.

A standard score is always expressed in standard deviation
terms. For example, if an individual's score on the arithmetic test
was one standard deviation above the mean, at th' 84th perr-emile,
his standard score would be + 1. 00. Similarly, if this individual's

score fell one standard deviation below the mean, at the 16th percen-
tile, then his standard score would be - 1. 00. If one's score was one-
half of a standard deviation above the mean, at the 69th percentile,
then his standard score would be +. 50. In this way, one can assign a
standard score which corresponds to every raw score in the distribu-
tion.

tn A standard score is computed by subtracting the raw score
from the mean and dividing this value by the standard deviation. The
standard scores for each raw score in our hypothetical distribution
are shown in Exhibit 28.

As for the example shown in Exhibit 28, the mean of a stand-
ard score distribution is always 0. 00 and the standard deviation of the
standard score distribution is a~ways 1. 00. If the user wishes to avoid
negative scores and decimals, he can multiply each obtained standard
score by 10 and add 50 to the obtained value. This operation shifts the
scale so that the mean is placed at 50 and the standard deviation is set
equal to 10.
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Exhibit 28

Sample Calculation of Standard Scores

Standard Score
x (x-x) 7_40_

20 +9.08 +2.19
16 +5.08 +1.23
15 +4.08 +0.99
13 +2.08 +0.50
12 +1.08 +0.26
12 +1.08 +0.26
11 +0.08 +0.02
10 -0.92 -0. 22

9 -1.92 -0.46
7 -3.92 -0.95
5 -5.92 -1.43
4 -6.92 -1.67

Standard scores allow us to perform some mathematical man-
ipulations which could not otherwise be performed. For example,
suppose you wish to determine an overall score for an individual who
has taken two tests. Suppose, further, that the standard deviations
of the two tests are 7. 84 and 4. 14, respectively. If you want each
test to count equally in the determination of final gr, de, you can-
not add the scores of th'- two tests together. You ( .iot add them
together, because the test with the higher standard deviation would
contribute more variation to the final score than the test with the smal-
ler standard deviation. Actually, in this example, the test with the
larger siandard deviation would contribute almost twice as much to the
final score determination as the test with the smaller standard devia-
tion. You can easily control for differen~es in dispersionacross tests
by converting to standard scores. You a,'e, i, effect, equalizing the
standard deviations and means of both te,' ts. With this accomplished,
you can add the standard scores of both tests together and acsign final
grades.
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Association

Determining the extent of association is the goal of many sta-
tistical analyses. Correlational statistics allow us to state quantita-
tively the degree of association between two measured variables.
These variables can be two sets of test scores, or more commonly,
a predictor test and a criterion score. The higher the correlation
between the two variables, the greater the relationship or association
between them. That is, we can with greater certainty predict the
scores on variable Y with knowledge of the scores on variable X. Cor-
relation coefficients are usually depicted as decimal numbers which
vary between + 1. 00 and - 1. 00. A correlation of + 1.00 is a perfect
positive correlation, while a correlation of - 1. 00 is a perfect inverse
correlation. A correlation coefficient of 0. 00 indicates no relation-
ship between the two variables under consideration. Both positive

and inverse coefficients can be useful. Actually, it is the size, not
the sign, which is of importance. As both positive and inverse cor-
relations approach zero, then they become less useful for predictive

purposes.

Whether or not a given correlation coefficient is significant

beyond chance depends on the number of cases on which it was based.
As the number of cases increases, the magnitude of the correlation
you need for statistical significance decreases.

There are several types of correlation coefficient. Which
type is used depends on the type of data you have collected. For in-
stance, if you wish to obtain a Pearson Product Moment correlation
coefficient, your score distributions must be continuous. If your
data is in the forr., of ranks, the Spearman Rank Order correlation 4

coefficient is the most appropriate. If one distribution is continuous
and one is dichotomous, you can use either the Biserial or the Point-
Biserial coefficient. Finally, if the data for both of your variabled
are in the form of categories, you should use either the Phi or the
Tetrachoric coefficient.

These latter correlation coefficients are statistical approxima-
tions of the Pearson Product Moment coefficient (r), which is the most
standard one. Calculation of a Pearson r is shown in the next section.
There will be many instances, though, when you will not be able to use
Pear bon r, and under these circumstances, you will have to choose one
of the other coefficients. For purposes of illustration, the calculation
of two of these coefficients, the rank order and the Phi coefficients, will
be considered in detail.
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Pearson Product Moment Correlation Coefficient

The calculation of the Pearson Product Moment Correlation Co-
ifficient or Pearson r can be readily accomplished on a calculator. A
step by step calculation of Pearson r is shown in Exhibit 29.

Exhibit 29

Example of the Calculation of a Pearson Product
Moment Correlation Coefficient

Raw Scores Raw Scores 2 2
Variable X Variable Y X y XY

7 6 49 36 42
11 8 121 64 88

9 8 81 64 72
5 4 25 16 20
8 7 64 49 56
9 5 81 25 45

10 9 100 81 90
7 5 49 25 35
6 6 36 36 36

12 11 144 121 132

> 84 69 750 517 616

NY XY - (ZX) (IY)VN-X- iNZ x-FY -( Z

10(616) - (84)(69)
%•/101750) - (84)2'%/10(617)- =

6160 - 5796

-/7500 - 7056 1%6170 - 4761

- 364

- 364

(21. 1)(20. 2)

-- 364
426.2

= .85
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Rank Order Correlation

You can use the Spearman Rank Order coefficient (Spearman
Rho, p), if your data are in the form of ranks, or if you want a quick
approximation to the Pearson r. In this latter case, you will have to
convert your raw data to ranks. Three short examples are presented
in Exhibits 30, 31, and 32. One shows a strong positive relationship
(Exhibit 30), the second shows a strong inverse relationship (Exhibit
31), and the third example shows no relationship between the variables
under consideration (Exhibit 32).

The examples also illustrate the procedure to follow if ties ex-
ist in the data. If the two highest scoring persons have the same score,
you simply take the average of the first two ranks [(1 + 2)/2 = 1.5] and
assign this value to each of themn. If the two persons after the first
two are tied, each of them receives a rank of 3.5 [(3 + 4)/2 = 3.5]. If
the first three persons are tied, all would receive a rank of 2 [(1 + 2 + 3)
/3 = 2.0].

Finally, p should not be used if the number of subjects in your
sample is greater than 30. Ranking can be quite tedious under these
circumstances. The only exception to this rule of thumb is when your
data are already in rank form.
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Exhibit 30

Example of Spearman Rank Difference Correlation with a Strong
Positive Relationship between Variable X and Va:iable Y

Raw Scores Raw Scores Rank Rank Difference
Variable X Variable Y X y (d)d

7 6 n.5 7 .5 .25
11 11 2 1 1.0 1.00

9 8 4.5 4 .5 .25
5 4 10 10 .0 .00
8 7 6 5.5 .5 .25
9 7 4,5 5.5 1.0 1.00

10 9 3 3 .0 .00
7 5 7°5 8.5 1.0 1.00
6 5 9 3.5 .5 .25

12 10 1 2 1.0 1.00

5. 00 = 2

6 ,d2
p = _

n(n 2-1)

-- 6(5)
i0(i00-1)

30| =~~1-.---
990

1- - .03

- . 97
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Exhibit 31

Example of Spearmng- Oank Difference Correlation with a Strong

Inverse Relatm.sip between Variable X and Variable Y

Raw Scores Raw Scores Pank Rank Difference

Variable X Variable Y X y (d) d

7 7 7.5 4.5 3.0 9.00

11 4 2 9 7.0 49.00

9 6 4.5 6.5 2.0 4.00

5 12 10 1 9.0 81.00

8 7 6 4.5 1.5 2.25

9 8 4.5 2.5 2.0 4.00

10 3 3 10 7.0 49.00

7 6 7.5 6.5 1.0 1.00

6 8 9 2.5 6.5 42.25

12 5 1 8 7.0 49.00

290. 50 =A2

6 2

n(n - 1)

= 1- 6(290)
10(100-1)

1740
990

= 1 - 1.76

= -. 76
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Exhibit 32

Example of Spearman Rank Difference Correlation
with No Relationship between Variables X and Y

Raw Scores Raw Scores Rank Rank Difference
Variable X Variable Y X Y (d) d

7 4 7.5 8 .5 .25
11 8 2 4 2.0 4.00

9 5 4.5 6.5 2.0 4.00
5 9 10 2.5 7.5 56.25
8 3 6 9 3.0 9.00
9 10 4.5 1 3.5 12.25

10 2 10 7.0 49.00
7 6 7.5 5 2.5 6.25
6 5 9 6.5 2.5 6.25

12 9 1 2.5 1.5 2.25

149.50 d d2

6 Ed
2

S= 1-
n(n 2-1)

6(149.50)
10(100-1)

897
990

1 - .91

- .09
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The Phi Coefficient

The Phi coefficient can be derived from the statistic known as
Chi2 (0. The Phi coefficient is used when your data are dichotomous
(e. g., pass-fail) on each of the two variables under consideration. To
calculate X2 and Phi, you first construct a 2 x 2 table for your data.
Assume that you want to determine if performance in ground training
is associated with flighi training performance. To do this, you have
to obtain data relative to each of the following four categories:

1. the number of persons wvho performed adequately
in both ground training and flight training

2. the number of persons who performed adequately
in ground training and poorly in flight training

3. the number of persons who performed inadequately
in ground training arid poorly in flight training

4. the number of persons who performed inadequately
in ground training and aaequately in flight training.

Your 2 x 2 table would look something like the one pictured be-
"low. Each numerical entry represents the number of persons in each
category.

Ground Training

Adequate Inadequate

Flight Adequate 63 25

Training
Inadequate 12 47

Inspection of the table indicates that some association exists.
That is, knowing Lhat a person's ground training performance is ade-
quate allows you to predict with a fair degree of accuracy that his flight
training performance will be adequate. But what is the degree of as-
sociation between the two variables?
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The next step is to calculate the expected value in each cell.

To do this you sum across all rows and columns, as below:

Ground Training

Adequate Inadequate

Adeqaate 63 25 88
Flight .
Training Inadequate 12 47 59

75 72 147

The expected values ai c then calculated as follows:

adequate : adequate (88 x 75)/147 = 44.9

adequate : inadequate (88 x 72)/147 = 43. 1

inadequate: adequate (59 x 75)1147 = 30. 1

inadequate: inadequate (59 x 72)/ 147 = 28. 9

Your table will no% look like the following, where the expected
values are entered in parentheses:

Ground Training

Adequate Inad equate

Adequate 63 25

Flight (44.9) (43.1)

Training 12 47
Inadequate (30.1) (28.9)

The Xý value is obtained by taking the frequency observed (fo)
minus the frequency expected (fe) minus one half, squaring this value,
and dividing by the frequency expected for each cell. This operation is
shown below:
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fe
2 22

[(63-44.9)-.51] [(25-43.1)-."5] [(12-30. 1)-. 52
44.9 43.1 30.1

+ [(47-28. 9).5]2
28.9

2 2-1.1 7 2
117.6]2+ [17.6] + [17. 6]

44.9 43.1 30.1 28.9

- 309.76 + 309.76 + 309.76 + 309.76

44.9 43.1 30.1 28.9

- 6.91+7.19+ 10.29 + 10.72

= 35.11

The above value is significaint enough to occur by chance only one
time in one thousanci. The formula for determining the Phi (0) coefficient
is:

In our example this becomes:

F:353. 11i

147

- .49

The final correlation is, of course, . 49. The above procedure
seems involved and tedious, but if you look closely at the steps, you will
notice many shortcuts. The procedure can also be extended to tables
larger than 2 x 2 with the restriction* that there be at least five or prefer-
ably ter. subjects per cell. Another diffeLence with tables larger than 2 x 2
is that you don'1 nave to subtract .5 from the numerator in each cell. In
this case, your formula becomes:

"*This restriction also applies to the 2 x 2 table.
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(to " fe)

22 0 e
fe

The correlation coefficient derived from tables using the above
formula is called the contingency coefficient. The formula for the con-
tingency (C) coefficient is:

2
C =

n +X2

Dcgree of Fre*,dom

Any understanding of statistical methods depends on an under-

standing of the "degrees of freedom" concept. Prior to determining
if your X2 value or contingency coefficient is statistically significant,
you must determine its associated degrees of freedom (d. f.). The
degrees of freedom is a function of the number of rows and columns
in your X2 table. The formula for degrees of freedom is as follows:

d.f. = (rows - l)(columns - 1)

If you had a 3 x 3 table, your degrees of freedom would be 4,
and with a 4 x 5 table, the degrees of freedom are 12. You must know
the degrees of freedom because the X2 value needed for statistical sig-
nificance decreases as the degrees of freedom increase.

Any time you wish to know the level of confidence that you can
place in a statistic, you must know the number of degrees of freedom
involved. There is a different method for determining the number of
degrees of freedom for each statistic. Accordingly, you should con-
sult a statistical text for advice on the number of degrees of freedom
you have when you calculate other statistics.

Inferential Statistics

The main difference between correlational and inferential sta-

tistics is that the latter allow you to determine cause, while the former
only allow the determination of association. In correlational statistics,
you measure and correlate what already exists in the student. This can
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include but is not limited to- 41) written test scores, (2) ratings,
(3) performance test scores, and (4) background data. All you can
determine is whether or Irot one variable covaries with another. Cor-
relation in no way implietz causality. This is not to say that there is
not cause, but that you cE.anot determine cause from a correlational
analysis. Inferential statistics, on the other hand, impose experi-
mental conditions upon the subjects and allow you to determine cause.
For example, you may have two matched samples of students. One
sample may be trained using method A while the other sample is train-
ed using method B. You may find, after training, that students taught
by method B perform electronic trouble shootiiig better than students
taught by method A. You can conclude from these results, all other
factors being equal, that method B is better than method A for teach-
ing electronic trouble shooting.

The essential difference, then, between correlational and in-
ferential statistics is that the latter imposeo experimental manipula-
tions upon subjects, while the former just measures the subjects.
You may feet that other variables, in addition to the teaching method,
are important in the learning situation.

Independent and Dependent Variables

One variable (the variable you measure) will always be called
the dependent variable, while the others are all called independent vari-
ables. In this example, the two methods of training are the independent
variables and student trouble shooting time is the dependent (response)
variable. You can have only one dependent variable, but any number
of independent vAriables. Generally, when you have more than one in-
dependent variable, you will need a statistician or a psychologist to help
accomplish the statistical analysis.
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Interaction

Consider an experiment which investigates the effects of vary-
ing class size and method of instruction (independent variables) on
trouble shooting time (dependent variable). Your data might look like
this.

Large Medium Small
Size Size Size

Class Class Class

Method A x 20 x = 28 x=30 26.0

Method B x=19 x = 35 x37 29.7

S19.5 31.5 33.5

The entries in each of the cells in this table consist of mean
posttraining trouble shooting performance scores of the trainees. If
you inspect the row and column averages, you might conclude that
method B is better than method A and that small and medium size
classes are better than large classes. This conclusion is incorrect.
If you look at the individual cell entries, you will notice that there is
an interaction between teaching methods and class size, such that in
large class sizes teaching method is inconsequential. Only in medium
and small size classes does teaching method exert a differential influ-
ence. The interaction concept is a singularly important one to under-
stand. Generally, an interaction exists when one independent variable
(e. g., class size) has a differential effect across various levels of anoth-
er independent variable (e. g., teaching method). That is, the effects
are not additive. If the mean in the method A, large size class cell
were 14 rather than 20, an interaction would not have existed. The ef-
fects of the two independent variables would have been additive, and you
could use wu column and row means to draw conclusions. *

In order to determine if an interaction exists in your data, it is
always best to plot the means on a graph. Figure 2 presents just such
a plot for our hypothetical data.

*After an appropriate statistical analysis.
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Figure 2. Plot of interactions for hypothetical dota.
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Plots like these can always tell the investigator a great deal
about the results of his experiment. If the lines deviate from parallel
by an appreciable amount, you can be fairly certain that an interac-
tion exists in your data. In a sense, plotting a graph tells you what
to expect from your subsequent statistical analysis.

Analysis of Variance

When an experiment is performed which contains several in-
dependent variables, the statistical analyses which is performed is
called an analysis of variance (ANOVA). If an experimental manipu-
lation is involved, ANOVA will help you deteL mine cause. If you
do not impose experimental conditions, though, ANOVA will not al-
low you to interpret your results in terms of causation. For exam-
ple, if your independent variable is a test score you will be determin-
ing association, not causation. On many occasions you may want to
mix experimental variables with non-experimental or classification
variables, because you feel that the classification variable (e. g., age,
education, sex, race, test score, etc. ) will have an effect on the de-
pendent variable. Some might argue that these classification variables
can be considered experimental manipulations in the sense that society
or nature imposes them. This argument is moot since so many fac-
tors can enter into the resultant effects of the classification variable
as to make the determination of causation untenable. For instance,
race might be associated with poorer posttraining performance, but
this does not mean that race caused the poorer performance. Ac-
tually, cultural deprivation may be a factor common to both race and
posttraining performance, and this maybe the real causitive agent. The
methods for performing an analysis of variance are beyond the scope
of this manual but are available in many statistical texts. Generally,
this method of analyzing data is one of the most powerful available and
studies should be designed with the use of this method in mind.
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Statistical Control

There are several meanings for the term control as it is
used in evaluation, experimentation, and statistics. We shall con-
cern ourselves, thoughwith only two of the more important types,
statistical control and experimental control. Statistical control
attempts by arithmetic methods, to remove from the data certain
effects which may contaminate your results. Experimental control
attempts to achieve the same purpose, through manipulation of the
research situation. This section considers statis,'cal control; ex-
perimental controls is discussed in the section which follows.

You may have two variables (e. g., height and weight) which
have a higher correlation than expected due to the effects of a third
variable (e. g., age). If the effects of age were removed, then the
correlation between height and weight would be reduced. Such a
statistical control procedure exists; i'; is called partial correlation.
An analagous statistical control procedure is known as analysis of
covariance (ANCOV). This is simply a specialized type of ANOVA
procedtire. For example, you might have two classes, one taught
by method A and one taught by method B. As in our previous ex-
ample, you might find that method B yields superior posttraining
performance. It may also be the case that the average intelligence
of the subjects taught under method B was considerably higher than
the average intelligence of the subjects taught under method A. You
will t-en want to use a measure of intelligence as a covariate in or-
der to aajust the posttraining pcrformance scores for intelligence.
If the proper adjustment and analysis are performed, method A may,
indeed, be equivalent to method B.

The above procedures are known as statistical controls. A
number of effects can not easily be removed from the data through
statistical methods. To control for these eftects, the research sit-
uation itself must be manipulated.

Other types of factors may also act to confound your data and
should be controlled experimentally. Examples are:.
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1. History or Antecedents

The past history or antecedent conditions of all person-
assigned to different experimental groups or treatments
should be roughly comparable. If this precaution is not
exercised, the results of the experiment are apt to be
meaningless.

2. Maturation and Motivation of Subjects

The level of maturity of all the subjects in an experi-
ment should also be controlled. Skilled behaviors can
change in subjects from infancy through old age. If ma-
turity level is confounded with experimental measure-
ment, the results can be misleading or worthless. Simi-
larly, the interest level or the motivation of those who
are used as subjects can confound the results of your
study. The motivation of those assigned to different ex-
perimental groups should be equal and all persons should
be given the same explanation regaiding the purposes of
an experiment.

3. Testing Effects

Some of the subjects in your experimental groups may
have had differential prior test taking experiences. Less
sophisticated persons who are unfamiliar with tests and
test taking are likely to be overanxious and attain test
scores which are underestimates of their true learning
or ability. Those individuals who have had little testing
experience should be given special consideration, or even
practice in' test taking; the Psychological Corporation
publishes a tape and booklet series entitled How to Take
Tests which is acceptable for this purpose.

In a similar vein, the very act of testing can alter or
interfere with the experimental variables under con-
sideration. This is the well known "Hawthorne" effect.
One way to avoid this problem is to refrain from telling
the subjects that they are a part of a research study un-
til after' the data have been collectcd.
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4. Instrumentation

Someti.nes th2 use of instruments or gadgetry in the ex-
perimental situation can arouse anxiety or fear in the
subjects. If instrumentation is employed, the doubts,
fears, and anxieties of the subjects should be allayed
before any experimentation begins.

Finally, the instrument or apparatus used should pro-
vide usable data. Some instruments (e. g., polygraphs)
yield information which is very difficult to interpret.
Such instruments should be avoided, unless you are an
expert in their use.

5. Pretest Sensitization

Sometimes, as an experimenter, you will have the op-
portunity to use a pretest- posttest experimental design.
Pretesting a subject can often sensitize him so that his
post experimental test score is affected. This effect is
often the reason for avoiding experimental designs
which are based on a pretest-posttest paradigm.

6. Varying Environmental Conditions

All aspects of the environment, except the independent
variable which is systematically manipulated, must be
kept constant for each of the experimental groups. Other-
wise it will not be possible: to know whether or not any
differences noted are due to the manipulation of the inde-
pendent variable or to the environmental conditions which
vary across the groups.

7. Effects of Prior Treatments

Persons who have served as subjects in one or more
previous experiments are often so sophisticated that they
can bias your experimental results. Often, they will
try to guess your intent and give you the results they
think you want, or vice versa. Others, will be overly
susuicious and suspect deception at every turn. This
type of person is a poor risk in any experimental con-
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text. If you cannot obtain "naive" or inexperienced sub-
jects for your experiments, you might try to assess sus-
piciousness and experimental sophistication through post-
experiment questionnaires and interviews.

Another direct control technique is through repeated measures.
Repeated measures involve measurement of all subjects across all le-
vels of the independent variable(s) in question. For example, you might
be interested in measuring the performance of skilled craftsmen on two
new pieces of equipment. You might have all craftsman perform on
both pieces of equipment, rather than spiitting the sample in half with
each half using only one piece of equipment. In this way you have con-
trolled for possible chance variations between samples. In such an ex.
periment you would need further controls to account for such contami-
nants as sequential effects and practice. One way to do this is to have
half of the subjects first perform on equipment A while the other half
s,.arts on equipment B. Another way is to employ an ABBA order. The
traditional learning experiment in which a student's performance is fol-
lowed over several learning trials is a variati'n of the repeated mea-
sures paradigm.

We can conclude that experimental and direct control procedures
are superior to statistical control procedures. The latter should only
be used if direct control can not be imposed on the study.

Replication

If, in your experiment, you obtain some importani results, you
should subject these results to verification. The best way to do this is
to repeat (replicate) your experiment on a different sample of subjec t s.
If replication is not possible, you should, at least, describe your ex-
periment in a way that will allow others to duplicate your experimental
conditions.
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More Advanced Statistical Methods

Regression

The technique of constructing a regression equation is beyond
the scope of this manual. Suffice to say that the regression equation
utilizes the predicter-criterion correlation in order to predict future
behavior. For example, the correlation between predictor test scores
and school scores can be used to predict school performance (criterion).
This is to be done, of course, only after the original correlation has
been validated a second time.

There is also a technique known as multiple regression in which
several tests can be comoined in order to predict a single criterion.
Inclusion of more than four or five predictors in the equation is usually
wasted effort, because the resultant multiple correlation coefficient
will not be affected to any great extent by the additional predictors.
Your first four tests rnight give you a multiple correlation of. 50, and
the addition of four more might only raise it to. 52 or . 53. It is hardly
worth the extra time and effort to include the additional four variables.
The reason the added variables do not account for much predictable be-
havior is probably because they overlap v.ith the first four to such an ex-

tent that they contribute no additional unique prediction of their own.

Expectancy Tables

To aid in the interpretation of a correlation coefficient, it is re-
commended that you use expectancy tables. An expectancy table is a
special graphic or tabular presentation of the relationship between the
predictor and the criterion.

There are several methods for constructing an expectancy
table. One method is to count the proportion of people who achieve
each predictor score and who are above the 50th percentile on the cri-
terion score. Another, and perhaps better way, is to tabulate the num-
ber of persons who perform satisfactorily at each predictor score.

The fir7,t step in constructing an expectancy table is illustrated
in Exhibit 33.
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Exhibit 33

Example of the First Step in Constructing an Expectancy Table

Predictor Test Criterion Performance

Score Successful Unsuccessful

S20 2 0

19 1 0
18 4 1
17 2 2I 16 4 3
15 8 3
14 5 4
13 5 5
12 4 5
11 2 4
10 2 3
9 2 2
8 2 2
7 0 2
6 0 2
5 0 2

After counting the number of persons achieving each predictor
score who were either successful or unsuccessful on the criterion per-
formance, the prcportion of persons who were successful or un.•uccess-
ful in score ranges is tabulated. For example, for people in the 17-20
score range, 75 per cent were successful. In the prediction situation,
you would say that a man whose score fell in this range has 75 chances
in 100 of being successful. A completed expectancy table, based on the
data of Exhibit 33, is presented as Exhibit 34.
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Exhibit 34

Example of a Final Expectancy Table

Predictor Probability of Successfui
Test Score Criterion Performance*

17-20 75
13-16 59
9-12 42
5-8 20

* Chances in one hundred.

The cutoff score on the predictor test will depend on Air Force
Manpower needs. But, for our example, only under very unusual cir-
cumstances would it be below the 9 to 12 score range.

If you have a number of predictor tests, the multiple cutoff or
successive hurdles approach may be used for predictive purposes. In
the multiple cutoff method, you set a realistic minimal score for each
test which all applicants or trainees must exceed. In setting cut scores,
you should remember that the scores should be realistically related to
job performance.

You may decide to allow some leeway in this methud. If you ai-
minister 'our tests, you can make the stipulation that the applicant or
trainee pass the cut score on only three.

In the successive hurdles method, the trainee or applicant must
pass each test in sequential order. If he fails at any one step or level,
he is not permitted to go on to the next level. Usually, each step or level
is arranged in order of importance. Therefore, some ranking or weight-
ing of the tests is required. Successive hurdles is a variation of the multi-
ple cutoff method, and the same precaution regarding the setting of cut
scores should be observed.
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Comparison of the Multiple Regression and Multiple Cutoff Methods

In this report, we have suggested that you use one of the
variations of the multiple cutoff method rather than the multiple re-
gression method. The main reason is that the multiple cutoff meth-
od only requires the calculation of a measure of association (e. g.,
product moment correlation), while the multiple regression approach
requires some very complex calculations. Beyond these reasons,
the choice of method depends on your own philosophic preference and
the demands of the job or training situation. You should understand
the basic differences between these methods so that you can choose
more intelligently between them. In multiple regression, those vari-
ables which account for a greater proportion of the criterion behavi-
or are weighted more heavily in the predictiun equation. Predictor
variables which are relatively more independent from the other pre-
dictor variables are also weighted more heavily in the equations. Also,
in multiple regression, a higlL score on one test can nullify a low score
on another. Such is not the case in the multiple cutoff method, unless
you allow the trainee to fail one of the tests. This is the basic differ-
ence between the methods. If you feel that a man should not fail some
of your tests, then you should use the multiple. cutoff method. On the
other hand, if you think that a high score an one test can compensate
for a poor score on another test, then you can use multiple regression.

Curvilinear Relationships

One procedure you should always perform, prior to calculat-
ing a correlation coefficient, is to plot your data on a graph. The rea-
son for graphing the data is to determine if there is any curvilinear re-
lationship present. This is a necessary procedure, since most corre-
lation coefficients (all .hose we have discussed) are only sensitive to
linear relationships in the data. One common occurrence is the case
in which persons who score in the middle range of a predictor perform
best on the job, and those who score at the extremes perform poorly.
In this case, the product iinoment correlation, or any other correlation
coefficient which yields line- r predictability is useless. A pictorial
presentation of this situation is presented in Figure 3.
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A correlation coefficient is needed in this situation which gives
you the best fitting line rather than the best fitting linear relationship.
The eta coefficient can be calculated for this purpose. However, cal-
culation of eta can be avoided if your graphic plot definitely shows a
curvilinear relationship. For example, let us assign numbers to the
points in the previous illustration, as in Figure 4. After you plot the
data, you determine that point on the job performance dimension repre-
senting minimally adequate job behavior. After careful analysis, you
might decide that a job performance score of 65 is minimally adequate.
Then draw a line horizontally across the graph paper at a performance
score of 65. Where this line intersects the data, draw a vertical line
down to the predictor test score axis. In the example, persons whose
predictcr test scores fell in the 56-88 range arc =;st likely to be suc-
cessful. Persons who scored above 88 (cut score 1) and below 56 (cut
score 2) are less likely to be successful. This kind of situation often
exists in clerical jobs which require only a moderate amount of ability.
Persons with low test scores perform poorly, bFcause they lack the
requisite clerical ability, while persons with high test scores perform
poorly because they are bored with the routine nature of the work. Cur-
vilinear relationships can exist in other kinds of associations as well.

Averaging Coefficients of Correlation

Correlation coefficients should not be averaged or otherwise
treated arithmetically. Coefficients of correlation are index numbers.
They are not equal values along a scale. For example, a predictor-
criterion relationship of . 80 does not mean that this relation s-hip is
twice as strong as a relationship of. 40. A correlation of .80 accounts
for four times as much variance as a correlation of. 40. Before treat-
ing correlation co.efficients arithmetically (e. g., averaging them), they
should first be converted to standard scores. There are special tables
for this conversion in most introductory statistics text books. You
simply look up the standard score (z value) corresponding to e, 'h co-
efficient Lc be included in your calculations. Perform your arithmetic
operations; then, thi oigh use of the same table, transform the final z value
back to a correlation coefficient.
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Often, you will want to average correlation coefficients from
subsamples to obtain an overall es'timate of a population correlation.
An example of such a calculation is presented in Exhibit 35.

Exhibit 35

Example of a Calculation Involving
Averaged Correlation Coefficients

Coefficients to
be Averaged z Value

.88 1.38

.27 ° 28

.72 .91

.51 .56

.37 .39

.92 1.59

.20 .20

.46 .50

.63 .74

.14 .14

Sum of z values 6.69
Average z value .67
Average correlation .58 (from table)
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Factor Analysis

Factor analysis is simply a statistical method for eliminating
the redundancy present in a correlation matrix. A correlation matrix
is a row by column arrangement of all possible correlations among a
group of predictors in a set. One might, for example, be able to re-
duce a 20 x 20 correlation matrix to a 20 x 5 factor matrix, thus using
Sonly five factors rather than 20 items to describe the matrix. Factor
analysis is essentially a grouping procedure which quantitatively brings
together or clusters correlated groups and differentiates them from
other groups. For example, if you performed a large group of meas-
urements on a box, intercorrelated the measurements, and factor anal-
yzed the correlation matrix, you would probably isolate three dimen-
sions: length, width, and height. The factor analytic procedure is most
usefi2 where the dimensionality of the area of interest is unknown. The
technique has been employed, for example, to order such domains as
personality and intelligence; an example of A dimension derived from
a factor analysis of personality is "introversion. " Each dimension or
factor which is isolated in a factor analysis is consistent and ortho-
gonal (uncorrelated) to the other dimensic-ns or factors derived from
the matrix. The factors are rendered orthogonal (independent) by a
process called rotation. Generally, items which are highly correlated
will fall in the same factor, while items that are uncorrelated with
each other will appear in different factors. Factor analysis is a com-
plex procedure which can take hundreds of hours if performed manu-
ally. Fortunately, high speed computers can perform a factor analy-
sis in minutes. Thus, the technique is available to almost anyone per-
forming research.

In order to acquaint the reader with the procedure, a sample
correlation matrix (Exhibit 36) and factot rnatrix (Exhibit 37) is pre-
sented for a 10 item attitude scale. These are actual results obtained
from a research project using 144 student subjects.
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Exhibit 36

Item by Item Correlation Matrix of a 10 Item Attitude Scale

Item Item Number
Number 2 3 4 5 6 7 8 9 10

1 .48 .41 .38 .39 .43 .45 .30 .25 .53
2 .43 .42 .86 .25 .31 .23 .24 .41
3 .51 .39 .29 .26 .43 .22 .27

S4 .34 .44 .40 .39 .45 .29

2 5 .32 30 .53 .17 .63
3696 .52 .27 .35 35

7 .36 .38 36
8 932 .51
9 .22

Exhibit 37

Factor Matrix and Cumulative Proportions of the Total
Variance of a 10 Item Attitude Scale

Factor Loadings
Item 1 2 3 4

1 .34 .30 . 18 .54
2 .19 .16 .34 .51
3 . 17 .26 .59 .25
4 .47 .17 .52 .20
5 .15 .68 .20 . 19

6 .58 .20 .012 .23
7 .60 22 .I10 .24
8 .27 .59 .31 .01
9 .52 i11 . 23 .05

10 . 21 .68 . 04 .39
Cumulative Pro-
portion of Total

Vaine 15.06 30.90 40.60 50. 13
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Essentially, the results in Exhibit 37 tell us that four
dimensions can adequ-itely describe the correlation matrix, rather
than 10 dimensions or items. A factor loading is the correlation
coefficient of an item with a factor or dimension. For example,
item two is correlated. 19, . 16, . 34, and. 51 with each of the four
factors, respectively. By convention, factor loadings between . 3
to .4 or higher are considered meaningful. You can see from Ex-
hibit 37 that items 4, 6, 7, and 9 load the highest on factor 1. All
of these items were concerned with hostility, lack of cooperation,
and unfrieniliness. From this, the factor was named "hostility".
Generally, the factor analyst names each factor in accordance with
the item constellation that composes it. You will also notice, at the
bottom of Exhibit 37, a row listing the cumulative proportions of the
total variance. This represents the extent that the factors account
for the total variation in the original correlation matrix. The amount
of variance accounted for by each factor is calculated by squaring
and summing the factor loading for each factor. For factor 1 this
figure was 15. 06. The amount of variance accounted for by each fac-
tor is also a convenient method for deciding if a factor is large enough
to include in your results. In some factor analytic computer pro-
grams you can specify, in advance, how many factors you want cal-
culated. In others, factors are continuously extracted until all the
predictable variance is accounted for. In this case, there are a num-
ber of decision rules to follow for deciding how many of the factors
represent an adequately comprehensive and economical description of
the data set. In the example cited, the fifth and sixth factors only
accounted for two or three per cent of the variance, while each of
the first four factors accounted for 10 to 16 per cent of the variance.
On this basis, it was decided that four factors adequately describe
the correlation matrix. One good method for deciding where to stop
factoring, is to graph the amount of variance accounted for by each
factor and note whea tLere is a sudden drop off. There are other
more sophisticated procedures which can help you to decide when to
stop factoring, but they are beyond the scope of this handbook. If
at all possible, you should consult a quantitatively oriented psycho-
logist before making any final conclusions about your factor analytic
results.
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Obviously, factor analysis can be a highly useful tool if train-
ing evaluation and student achievement measurement, For e 4mple,
you might have a 15 item rating scale which measures the on-the-job
behavior of training school graduates. It would be unwieldly to describe
the on-the-job behavior of these men in terms of either the 15 separate
dimensions or one overall composite, when the 15 item scale may pos-
sibly be reduced to three or four dimensions which describe on-the-job
behavior. If predictor tests were used, then, significant validity co-
efficients might be dependent upon whether or not one used factor analyý
sis.

Q Factor Analysis

Another old technique, but one which will probably be used more
frequently during the next decade, is Q factor analysis. In perfor-
ming a Q factor analysis, one simply factor analyzes the matrix of per-
son correlations rather than item correlations. This method can be
useful for grouping persons who think or behave similarly. For ex-
ample, when constructing a training program, it may be useful to know
the different cognitive styles of the potential trainees so that the train-
ing could be adapted to the needs of each homogeneous group.

Canonical Correlation

Canonical correlation is an extension of factor analysis to the
situation in which two separate sets of variables exist. The first
canonical correlation is the highest correlation between a factor of
the first set of variables with a factor from the second set of variables.
The second canonical correlation is the correlation between a second
factor of the first set of variables with a second factor of the second
set of variables. Canonical co-relations are continually extracted un-
til all the common variance between both sits of variables is account-
ed for. The method is most applicable when there are two separate
sets of variables, for example, one set of predictor variables and one
set of criterion variables. Here, instead of correlating predictor
tests with criterion scores, canonical correlation allows one to cor-
relate predictor factors with criterion factors.

107



Moderator Variables

A test is a moderator variable when its scores differentially
determine the predictability of another test or variable. For ex-
ample, one may be able to predict very adequately the performance
of college students using an intelligence test for those who score
hig•. on a test of achievement motivation, but not for those who score
lo% on the test of achievement motivation. Race is one of the more
currently popular moderator variables. Much recent research has
shown that employment tests are differentially predictive across
racial grou, . This finding supports the contention that common
selection standards for negroes and whites are inappropriate or un-
fair. Examples of other factors which can be used as moderators
are: (1) achievement level, (2) personal znd environmental variables,
(3) social background factors, (4) cognitive styles, and (5) emotional

reactions.

It is easy to determine if a variable is a moderator. First,
you separate those who score high on the moderator from those who
score low on the moderator. Splitting the group in half (or thirds)
will suffice. Then observe whether your remaining vai ables dif-
ferentially predict performance across the high and 1. )w groups. If
a math test predicts future performance for those who s(.,)re high on
achievement motivation, but not for those who score low on achieve-
ment motivation, then achievement motivation is a moderator variable.

Convergent and Discriminant Validity

Convergent validity exists when there is a high correlation be-
tween tests wnich measure the same trait. If two tests of verbal a-
bility correlate . 86, then we can say they exhibit convergent validity.
Discriminant validity refers to the relative independence of tests
measuring different traits.

As was illustrated above, the criterion for ,onvergent vali-
dity is that the correlations among several tests measuring one trait
must be significantly great,'r than zero. For discriminant validity,
three criteria must be mct:'
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!I
1. The correlations of one trait (e. g., verbal ability)

over several methods of evaluating that trait (e. g.,
test, teacher rating, peer rating) must be signifi-
cantly greater than the correlations not having trait
or method in common.

: •2. The correlations of one trait over several methods
of evaluating that trait should be significantly high-
er than the correlat-ons of different traits measured
by the same method.

3. There should be a stzble pattern of trait interrela-
tionships regardless uzf the method used.

Many tests and measures which are now in use do not meet
these criteria for convergent and discriminant validity. On the other
hand, you as an evaluator should not undertake to solve this dilemma
without the help of a statistician or psychologist. This is because the
aforementioned criteria are relative rather thlan absolute, and be-
cause the analytic techniques are difficult to perf3rm.
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CHAPTER V

PRACTICAL APPLICATIONS
I

In Chapter V, we descriptively present examples of problems
which have been investigated through application -if some of the menth-
ods and procedures described earlier in thin mdanual. The list of prob-
lems is selective rather than exhaustive. We have purposely picked,
as illustrations, evaluation and measuremen' problems that ax e com-
mon. In most cases, we have generalized the description in order to
emphasize research strategy rather than research specifics.

Cross-Cultural Training--Problem
1 1

The problem in this study done by the Navy was to determine
whether or not subjects trained in a two-week Vietnamese language
course could function as well as subjects in a six week Vietnamese
language course.

The broad aim of most cross-ecultural programs is to allow
the serviceman to function behaviorally and effectively in a foreign
environment. The present study attempted to evaluate different train-
ing methods in relatiorship to that aim.

Solution

A group of subjects was subdivided randomly into the two week
and six week training conditions. This randomization procedure con-
trolled for intelligence, motivation, and background factors across the
two experimental groups. The two week language course was, simply,
a shortened and condensed version of the six week language course.
The data were analyzed via questionnaire and simple averaging. The
results demonstrated that: (1) graduates of euher course met most ob-
jectives in that they were able to acquire some vocabulary and conver-
sational skills; (2) higher aptitude students performed extremely well
in the six week course; (3) many graduates thought the six week course
was inefficient; and (4) low aptitude students were only marginally ade-
quate on graduation from the shorter course.

".AIl references in this chapter appear at the end of the chapter.
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Emergency Training--Problem 2

The problem investigated in this study was whether the use
of "adiunct auto-instruction, " a modification of programmed learn-
ing which keeps the learner active and gives hiin feedback, faci' . ates
learning. The training was centered around pre-emergency prepara-
tion of the public for aoisaster or critical situation,

Solution

The subjects in this study were four groups of matched semi-
skilled, adult, employed women receiving attack survival material.
The four experimental conditions were: (1) received material by tele-
phone, (2) read material in print, (3) read material in print and re-
ceived adjunct auto-instruction, (4) received material by telephone
and received adjunct auto-instruction, The non-adjunct groups were
presented the material twice to equate for exposure time. A final
examination was administered at the end of training. :An analysis of
variance demonstrated that both adjunct trained groups were signifi-
cantly superior in final learning level to the non-adjunct trained groups.

Questionnaire Measurement and Attitudes- -Problem 3

The problem in this study i as to compare the confidence and
attitudes of trainees taking "Quick Kill Basic Rifle Marksmanship"
(QKBRM) training with the confidence and attitudes of trainees taking
traditional Basic Rifle Marksmanship (BRM) training. QKBRM in-
volved training the student to engage a target without aligning the
sights of the weapon.

Many times investigators tend to measure achievement or per-
formance in a vacuum. The attitudes and opinions of trainees should
also be evaluated when comparing one training method with another. If
you find that two training methods produce equivalent performance,
then you would ordinarily select the method yielding superior attitudes.
This z-an be compliRated, though, by costs. Suppose that the training
method yielding superior attitudes is more costly to implement. Your
choice, thtn, rests x•ith two factors: (1) how much extra cost you can
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absrb. and (2) the size of the difference in attitudes between both
groups. If the cost differences are not large, one would probably 1
use the tradning m-thod producing better attitudes. If. on the other
hand, the cost differences are large (relative to what you can afford),
then the least costly method might be selected.

Solution

Two experimental groups rereivea WKBRM in their training,
and one matched control group -eceived tL-aditional BRM training.
One of the experimental groups received pre and postVraining ques-
tionnaires, and the other experimental group received only a post-
training questionnaire. Control and experimental groups were com-
pared on: (1! gains in confidence, (2) attitudes toward BRM, and (3)
drill sergeant attitudes toward QKBRM. Significance tests indicated
an increase in confidence in both groups with QKBRMtrainees gi
more confidence than those trained through the BRM method. Instruc-
tor attitude to the QKBRM was less favorable than that of the trainees.

Comparatie Evaluation- -Problem 4

Typically, comparative evaluation involves the comparison of
an established trainiag program with a new traiuiig program or inno-
vative program. In this particular case, die investigators were inter-
ested in whether or not elimination of electronics theoiy training ham-
pers the on-the--job performance of electronics technicians.

Solution

For this experiment, two groups of subjects were used. One
group was trained in the conventional way, including instruction in
electronics theory. The second group was trained in the usual man-
ner, but without electronics theory. Eacih group consisted of 25
trainees. Control for chance differences in ability was exercised by
macching the subjects assigned to each group on Army General Classi-
lication Test scorus and on background charactei-isdies. For control
purposes, all aspects of 1)oth programs were the same except for the
amount of electronics theory included in each. Any change in the de-
pendent variable, then, was a result of the experimental manipulation
and not the result .)f some uncon~trolled factor.
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Performance tests were employed to test pos"Mrainiag perform-
ance. These are believed more relevant than written tests in this situ-
ation. These performance tests were chosen to reflect the job that
the men were being trained for. The performance test scores of the
two groups were compared using a special kind of analysis of variance.

The results demonstrated that the non-theory trained group perform-
ed as well as the theory trained group. Accordingly, it was concluded
that theory training is no: necessary for electronics technicians in &e
situation involved.

Rater Bias--Problem s

When ratings are used in evaluative situations, it is very im-
portant to control for the rater's personai bias. These studies were
undertaken because the checkpilot ratings were suspected to reflect
their own standards rather than the student's flying skill.

Solution I

In a first study, the trainiLg program was analyzed into maneu-

ver components. Proficiency scales and instrument observation were
substituted for the checkpilot's own method. The Pilot Performance De-

scription Record (PPDR) was constructed to reflect the most critical as-
pects of each maneuver. The PPDR was administered to 50 advanced
and 50 intermediate level students. The resutts dermonstrated:

1. improved reliability of flight proficiency eval-
uation

2. that the PPDR records specific student defici-
encies

3. checkpilots who were trained in PPDR use were
more consistent in their evaluation than check-
pilots who were only oriented in its use.
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Solution II

An objective and detailed scoring record, similar to the PPDR
in "Solutiton I, " was developed. Students were scored on checkrides
during and after training. Class percentage errors were then calcu-
lated. This procedure allowed for class comparisons, grade compari-
sons, and instructor comparisons. If particular errors are identified
among the students of one instructor, the instructor is given addition-
al instructor training. Finally, if one checkpilot is more strict than the
others, he is given counsl to make his observations more consistent
with those of other checkpilots.

Training Low Aptitude Men--Problem'

This study was performed to determine the appropriateness of
the selection standards for commisaryman training. The results of
this study very dearly demonstrate the need for appropriate and realis-
tic cut scores in any school selection situation.

Solution

Thirty-five low aptitude men underwent commisaryman train-
ing. As a control measure, another sample of non-low aptitude men
also underwent the same training. A i analysis of appropriate criteri-
on data indicated that: (1) 31 of 35 loi. aptitude men successfully coin-
pleted training, although their grades were significantly lower than
the grades of non-low aptitude men, (2) low aptitude men needed to
devote more outside time to study, (3) inst-uctor interviews indicated
that the low aptitude men required more time from instructors to
meet course success criteria than non-low aptitude men, (4) analysis
of variapce showed that the differences between low aptitude men and
non-low aptitude men were most evident on paper and pencil tes.s and
least evidcnt on actual job performance tests, (5) a corretatioix.• anal-
ysis demonstrated that Armed Forces Qualificatiop Test (AFQ'r) bcores
failed to pTr'di,.t school performance, and (5) reading tcst scores were
significaiiy correlated with some aspects of perforzxiaiLce.
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individualized Training- -Problem 7

The problem in this classic study was to determine the im-
pact of individualized training on the performance differences between
low aptitude and non-low aptitude men in Basic Combat Training (BCT.
This study also serves to illustrate the importance of the interaction
concept.

Solution

High, middle, and low aptitude groups were selected, and in-
dividualized training was instituted using videotape, one to one student-
teacher ratios, performance feedback, and small stepwise instruction-
al increments. No control groups were used i this study. Learning
time averages were recorded, and it was found that in some tasks low
aptitude men reached standard, but took 2 to 4 times longer, and in
other cases, they failed to master the material at all. Also, analy-
ses of vzriance de-monstrated that aptitude level interacted with meth-
od of instruction. The high aptitude group was found to learn equally
well with lecture or with individualized training, while the low apti-
tude group learned well with individualized training, but not with the
lecture method.

Intra-examiner Reliability--Problem 8

In all evaluation situations involving performance tests, one
should ascertain the reliability of the observers of the people who act
as test administraters. The ideal method for determining the consist-
ency of an individual examiner is th, situation in which the examinee's
performance is held constant over two separate occasions and the ex-
aminers' perceptions allowed to vary. Since the stimulus configuration
remains constant, any unreliability shown can then be attributed to vari-
ation within the examiner. However, unfortunately, no one can possibly
perform the same job in exactly the same manner on two separate oc-

casions. One method by which performance may be held constant is to
take a motion picture of the examinee performing the job. The motion
picture may then be shoxun on two separate occasions and the examiner
asked to score th,• action twice. Thus, the stimulus situation is
held constant over che two time intervals, and any variations shown
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may be at'rributw to vdriation within the examiner. Two assumptions
of this method are that the movie situation presents the same stimu-
lus configuration to the examiner as does the actual work sample per-
formance test situation and that the examiner scores the movie in the
same manner as he wold ucore an actual work sample performance
test.

Solution

A 16 mm. black-white movie was made of a mechanic taking
a Drill Point Grinding Work Sample Performance Test. The fii- was
unrehearsed and the only instructions given the subject, a randomiy
selected mechanic, were "to griid the drill as he would ordinarily do
it. " The mechanic was told movies would be taken while he was work-
ing. The motion picture cameras and lights were not hidden, but their
presence and the knowledge that his behavior was being photographed
did not seem to affect the behavior of the mechanic.

The motion picture was then first shown to five supervisory
mechanics. These supervisors had previous experience in work
sample performance test administration and were moderately well
informed in the general principles of work sample performance test
administration. The movie was reshown to the same supervisors
one month after its first administration. Therefore, each supervisor
acted as his own control. One month is usually accepted as a suf-
ficient time intervwl for forgetting of original responses. Moreover.
the supervisors did not know that they would be asked to make ex-
actly the same observations on two separate occasions. Therefore,
there was little reason for them to try to remember their original
responses.

The supervisors were asked to fill in a Movie Evaluation Form
during each showing of the motion picture. The Movie Evaluation
Form contained items such as: "Did the examinee check the tool rest
for proper distance from the periphery of the grinding wheel? ";'b)id
the examinee ever adjust the tool rest while the grinding wheel was
in motion? "; "Did tli-2 examinee wear loose clothing or clothing that
could snag in the grinding wheel? "; "Did the examinee check the shank
of the drill for bends and burns? "; etc. Sufficient light was allowed in

the "theater" so that the supervisors could fill in tne forms as the ap-
propriate action was performed. Thus, the motion picture situation was
as close as possible to actually scoring a work sample performance
test.
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A subject was considered consistent on an item if he answered
the item on the second showing of the motion picture in exactly the
same manner that he did on the first showing. Thus:

Nember of items a-sered in exactly the same

Intra-exanst.r consistecy manner on each shoiutg of notion picture x 100
To!2I Number of items or questionnaire

The grand mean for intra-examiner agreement was 82.8 per
cent, with a range from 64.3 per cent to 100 per cent. This mean of
82.8 per cent ,4greement would usually be considered adequate if con-
verted into a co-relation coefficient and interpreted as correlation co-
efficients are Lz~ually interpreted. Of course, these intra-examiner
reliability estio, 'tes are based on only one motion picture. The dan-
ger of generaliation from one measure of the reliability of observa-
tions of perforinLnce in process to all observations of performance
in process is sei' evident.

In -Aew of 'he range shown, the desirability of determining
the reliability of th~e observations of examiners prior to assigning
them to test admir.istrative duties is also indicated. If all examiners
show low consisteiwies, then either the examiner training has beer.
poor or We test its(elf is inadequate. Naturally, only those examiners
with high consistencies are worthy of consideration as test adminis-
trators.

The problem of" how high examiner consistency must be bcfore
it is high enough remains open.

Interobser'ver Eteliability--Prob]em 9

Researchers have suggested that in a group performance test
situation, scoring the intangible products of performance resulted in
a slightly lower intei observer reliability than scoring the tangible prod-
ucts of performance. The present study compared interobserver con-
sistency when the tangible 3nd intangible products of performance on
individually administered pe'formance tests are scored. Since meas-
urements of the final product (tangible measurements) can be made at
the examiner's leisure, and since gauges and other measuring instru-
ments can be employed as aids in m..king thes:e estimates, some per-
formance test constructors maintain thot measurements of the final
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prod,:zt should yield greater interexaminer consistency than measure-
ments of performance in process (intangible products). An example
of a measurement of performance in process (intangible product) is
scoring the examinee's technique in doing a job, or scoring his ad-
herence to the prescribed safety precautions. An example of a tangi-
ble product is the adherence of the final product to prescribed dimen-
sions or standards. Since measurements of performance in process
frequently tell where and how examinees erred rather than merely
what mistakes were made, measurements of intangible products should
be included in any performance test, provided there is no simultaneous

t loss in inter- (and intra-) observer consistency.

The present research was directed toward investigating the con-
jecture that for individually administered performance tests, final product
measurement yields no greater interobserver consistency than observa-
tions of performance in process.

Solution

Eight performance tests, scored by the checklist method, were
constructed. The checklists generally included items in the following
four areas: (a) observations of the procedure followed in doing the job,
(b) observations of the examinee's adherence to safety precautions, (c)
observations of the examinee's methods of using tools and equipment,
and (d) measurements of the final product. Items in the first three of
these areas were intangible measurements, while items in the fourth
area were tangible. Five of the tests were directed toward measur-
ing the ability of mechanics and three were directed toward photograph-
ers. The mechanic's test included a rigid-tubing assembly test, a
drill-point grinding test, a metal-working test, an aluminum butt-weld-
ing test, and a fabric-repair test. The tests for photographers included
a motion-picture processing test, a tEst on the use of the Speed-Graph-
ic camera, and a continuous-strip-printing test.
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The mechanic's tests were administered to 19 examinees.

Two supervisors independently, but simultaneously, admini.stered
the tests to cacb examinee. Examiner "A" acted as one of the test
administrators throughout, and scored all 19 examinees. Examiners
"B" through "F" each, simultaneously with "A, " administered the
battery to from three to five of these examinees. Thu.% each ex-

aminee was independently evaluated by two examiners, examiner "A"
and one other, both of whom simultaneously but independently, scored
his work. Precautions we-e taken to insure that the examiners did not
communicate with each other during the scoring, and each scoring
sheet was collected immediately after an examiner was finished with
it. Thus, even if an examiner decided on the basis of post hoc cross
communication that he had erred, he was unable to correct his mis-
take. Moreover, the presence of the researcher served to enforce
"security. "

For the aerial photographers, a similar paradigm was used.
One examiner (W) was constant throughout and administered all three
photographic tests to a total group of 15 examinees. Each of the
three other examiners (X, Y, or Z) independently, but simultaneously
with "W, " evaluated five of the 15 examinees.

An item analysis was first performed comparing Chief "A's"
scoring of each item in a test area with the scoring of the identical
item of the co-administrator who simultaneously, but independently,
scored the same examinee. Perceatage of consistency between simul-
taneous examiners for each test area was then obtained. Thus,

Number of Items In test area scored in
Interobserver consistency same aanner by simultaneous observers Y e0

I It htIn a t e st a re a X , 100Total number of Items In area

Similarly, for the aerial photographers, it was possible to
compare the agreement of examiner "W's" scorings with those of ex-
aminers "X, " "Y, " and "Z. "
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The results demonstrated that with regard to the mechanics,
the mean interexaminer consistency was greater for all other meas-
urements than it was for measurements of the final product. Similar-
ly, for the aerial photographers, no regular superiority was seen in
interexaminer consistency for measurements of the final pi oduct.

The reason for the comparatively high interexaminer rf ,.abili-
ties for the measurements in the intangible areas may be an outgrowth
of the objectivity introduced into the checklist items and of the gross-
ness of the observations called for in measuring performance in pro-
cess (intangible products). If we want to know if someone is dead or
alive, we can use a stethescope, but if the person is moving around,
most observers will agree that he is alive without the use of the meas-
uring instrument. Similarly, the observations of performance in pro-
cess may have been gross enough and well defined enough to preclude
the need for the stethoscope.

Transfer of Training- -Problem 10

Recently, technical training has shifted its focus from a gen-
eral training to a training which introduces trainees directly into
specialized instruction. It is the goal of this specialized training to
produce men who are immediately useful upon graduation in a short
"1"pipeline" time.

The newer program may be contrasted with the technical
training previously given. This previous training waw broader In
nature, emphasized more deeply the theoretical asp'ects of the tech-
nical skills involved in maintenance, and relied to a greater extent
on in-service training for imparting the specific technical skills need-
ed for specific job performance. The problem in the present study
was to compare in a real situation the technical effectiveness of tech-
nicians given specific training (transfer through identical elements)
with the efficiency of trainees given a more general background know-
ledge (transfer through generalization).

121



Solution
Graduates of each training program for three naval ratings

were studied: (a) jet aviation machinist's mate, (b) air controlman,
and (c) parachute rigger. Success as a parachute rigger or a ma-
chinist's mate depends upon mechanical ability and perceptual motor
skill, while success as an air controlmaiL depends to a considerable
degree on verbal behavior and abstract reasoning.

For each rating, a complete library or listing of the tasks
that the technician could be called upon to perform in the fleet was
developed and cast in technical behavior checklist (TBCL) form.
Each checklist contained three parts. Since it was felt that one of
the most valid indicators of acceptable performance is the willing-
ness of a man's supervisor to assign him without direct, technical
supervision to various technical Tasks, Part I determined the amount
of time spent by the ratee on each of the tasks within the rating. In
Part II, the amount of supervision that the journeyman required on
each of the tasks he performed was requested. Part III acquired an
estimation of the criticality, in terms of squadron mission, of each
of the tasks listed. In order to study the developmental aspects of
the ratees, separate evaluations were obtained in Parts I and II for
each of two time periods: the first three months the man being rated
was in the fleet (T-1) and the fourth to ninth months he was in the
fleet (T-2).

The subjects were graduates of the two naval aviation train-
ing programs, the previous general "A" school program and the
more recently established and specialized program. For the air
controlmen, 39 graduates of the more general training program and
42 graduates of the specialized program were studied on their fleet
jobs,

For the parachute riggers, 10 graduates of the previous pro-
gram and 23 graduates of the specialized training program were in-
cluded. In the aviation motor machinist's mate rating, three groups
were involved: graduates of the previous general training program
(N = 21); graduates who had received an intermediate type of training
which involved specialized training but which did not include tr dining
on the specific equipment used in the fleet (N ý 60); and graduates of
the specialized program who had received bpecialized training and prac-
tice on the specific, equipment found in the fleet (N 36). The subjects
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were distributed over six naval air stations and 32 squadrons.

In order to derive the criterion inLstum•-n, the mean time

in h o..• spent during T-1 and T-2 by each group in each rating on
each of the listed tasks was computed. For each task listed in
Part JI of the TBCLs, a score ranging from one to five was assigned;
a score of five indicated proficient task performance after aninitial
checkout; a score of one was assigned for tasks on which the striker
had received six or more checkouts but on which he was still unable
to perform without direct supervision. Scores of four, three, or two
were respectively assigned as follows: proficient after 3 to 5 check-
outs, proficient after 6 or more checkouts, 1 to 5 checkouts but not
proficient. The mean and variance of the Part II scores for each
task on each of the three separate TBCLs were computed by time
period. Additionally, overall means and overall variances were
computed for each task in each of the three separate TBCLs. Last,
the criticality of each task was derived from th2 responses in Part
III of the TBCLs. Essentially, in developing the final criterion
TBCLs, those task.' which were considered "unimpo-tant" and which
are relatively useless in a measurement instrument because of lack
of discrimination (variability) between individuals were eliminated.

Thus, three separate final criterion TBCLs were developed.
one for each of the ratings considered. The final criterion TBCL for
motor machinists' mates contained 38 tasks; the final critexion TBCLs
for parachute riggers and air controlmen contained 43 and 34 tasks re-
sp ectively.

Using the same scoring method discusscd above, Part 1I of
each TBCL was rescored with the total score being equal to the sum
of the scored tasks divided by the number of tasks attempted. The
total scores so derived were then subjected to an analysis of variance.

The analysis of variance results enable a general answer to
the question of whether the specialized training had exerted any gen-
eral effects on fleet t-chnical efficiency. For the aviation machinists'
mates and parachute riggers no statistically significant between-
groups differences were evidenced. For the air controlmen, the
more generally trained group was superior to a statistically signifi-
cant extent. Between time period differences were noted and were
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expected since a trainee would be expected to perform at a superior
level during his fourth to ninth months in the service as compar-ed
with his first three months.

The next step was to determine where the men in the air con-
trolman's rating were doing well and where they needed improve-
ment. The response score distributions for the five task content
clusters included in the final criterion air controlman's TBCL were
derived. The distributions indicated that for each of the five content
clusters (using equipment, using publications, testing equipment, re-
ceiving and transmitting messages, and controlling traffic), the gen-
erally trained group had higher means over both time periods. For
the first time period both groups were poorest at the tasks involved
in receiving and transmitting messages, while in the second time peri-
od the generally trained group was, by and large, proficient at these
tasks, and the specifically trained group required additional training.
Moreover, even in T-2, the specific.ally trained group remained weak-
est in receiving and transmitting messages and in controlling traffic.
These tasks are believed to invol. e mostly nonroutine thinking as op-
posed to the specific information transfer involved in using publica-
tions, using equipment, and testing equipment.
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